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Natural	  Gas	  Drilling	  in	  the	  Marcellus	  Shale:	  
Potential	  Impacts	  on	  the	  Tourism	  Economy	  of	  the	  Southern	  Tier	  

	  
Andrew	  Rumbach1	  

Introduction	  
	  
The	  Marcellus	  Shale	  is	  a	  geologic	  formation	  that	  lies	  under	  large	  portions	  of	  New	  
York,	  Pennsylvania,	  and	  West	  Virginia,	  and	  smaller	  parts	  of	  Ohio	  and	  Virginia.	  
Contained	  within	  the	  Shale	  formation	  are	  reserves	  of	  natural	  gas,	  which	  have	  only	  
recently	  become	  recoverable	  due	  to	  a	  process	  known	  as	  horizontal	  drilling	  and	  
hydraulic	  fracturing	  (“fracking”).	  While	  estimates	  of	  the	  total	  untapped	  gas	  reserves	  
vary	  widely,	  it	  is	  generally	  agreed	  that	  they	  are	  significant	  -‐	  as	  many	  as	  500	  trillion	  
cubic	  feet	  of	  gas	  might	  be	  recovered	  from	  the	  formation,	  enough	  natural	  gas	  to	  meet	  
the	  domestic	  needs	  of	  the	  United	  States	  for	  over	  20	  years	  (Engelder	  2009).	  	  
	  
Drilling	  in	  the	  Marcellus	  Shale	  has	  quickly	  become	  the	  center	  of	  controversy	  in	  New	  
York;	  proponents	  argue	  that	  gas	  development	  could	  provide	  much-‐needed	  jobs,	  tax	  
revenues,	  and	  royalties	  for	  land-‐owners,	  and	  would	  be	  a	  local	  source	  for	  a	  natural	  
resource	  that	  accounts	  for	  30%	  of	  New	  York’s	  power	  consumption.	  Opponents	  
argue	  that	  the	  fracking	  process	  poses	  a	  danger	  to	  the	  local	  and	  regional	  
environment	  and	  threatens	  to	  contaminate	  the	  surface	  and	  ground	  water	  reservoirs	  
that	  supply	  drinking	  water	  to	  cities	  and	  communities	  across	  the	  state.	  	  	  
	  
While	  much	  of	  the	  debate	  over	  gas	  drilling	  in	  the	  Marcellus	  Shale	  focuses	  on	  the	  
potential	  environmental	  impacts,	  there	  is	  also	  concern	  that	  gas	  extraction	  will	  
create	  a	  “boom-‐bust”	  economic	  development	  pattern	  seen	  in	  many	  resource	  rich	  
regions	  and	  countries	  (e.g.	  Jacquet	  2009,	  Barth	  2010,	  Christopherson	  2011).	  Shale	  
gas	  drilling	  in	  states	  like	  Wyoming,	  Texas,	  and	  Pennsylvania	  has	  had	  serious	  
economic	  consequences	  for	  adjacent	  industries	  like	  agriculture	  and	  tourism,	  
because	  of	  the	  widespread	  industrial	  activity	  that	  accompanies	  drilling.	  
	  
This	  report	  centers	  on	  the	  potential	  impacts	  of	  gas	  drilling	  on	  the	  tourism	  industry	  
in	  the	  three-‐county	  region	  served	  by	  the	  Southern	  Tier	  Central	  Regional	  Planning	  
and	  Development	  Board	  (STC).	  Tourism	  is	  an	  important	  and	  diverse	  sector	  of	  the	  
economy	  of	  the	  Southern	  Tier,	  and	  understanding	  some	  of	  the	  potential	  impacts	  of	  
gas	  drilling	  on	  the	  tourism	  industry	  is	  important	  for	  business	  owners,	  elected	  
officials,	  and	  planners	  concerned	  with	  economic	  development	  in	  the	  region.	  This	  
paper	  addresses	  three	  major	  questions:	  1)	  What	  is	  the	  value	  of	  the	  tourism	  sector	  to	  
the	  economy	  of	  the	  STC	  region?	  2)	  In	  what	  ways	  might	  gas	  drilling	  in	  the	  Marcellus	  
Shale	  impact	  the	  tourism	  economy,	  now	  and	  into	  the	  future?	  3)	  If	  gas	  drilling	  could	  
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potentially	  harm	  the	  tourism	  sector,	  what	  policies	  or	  strategies	  might	  help	  to	  
mitigate	  those	  negative	  impacts?	  	  
	  
This	  report	  is	  divided	  into	  four	  sections.	  After	  a	  brief	  introduction	  to	  the	  geography	  
of	  the	  STC	  region	  and	  a	  description	  of	  the	  research	  methods	  used,	  the	  size	  and	  scope	  
of	  drilling	  activity	  in	  the	  region	  is	  discussed.	  Next,	  a	  profile	  of	  the	  tourism	  economy	  
is	  presented,	  including	  data	  on	  the	  economic	  impact	  of	  tourism	  and	  a	  discussion	  of	  
the	  non-‐monetary	  importance	  of	  tourism	  amenities	  for	  quality	  of	  life	  in	  the	  region.	  
Third,	  many	  of	  the	  potential	  impacts	  of	  gas	  drilling	  on	  the	  tourism	  economy	  are	  
discussed.	  Finally,	  some	  recommendations	  for	  policy	  and	  planning	  are	  offered.	  	  
	  
The	  STC	  Region	  
	  
STC	  serves	  Chemung,	  Schuyler,	  and	  Steuben	  Counties,	  in	  the	  Southern	  Tier	  region	  of	  
upstate	  New	  York.	  The	  region	  encompasses	  2,151	  square	  miles	  and	  has	  both	  urban	  
and	  rural	  communities.	  It	  is	  home	  to	  several	  small	  cities	  and	  towns,	  including	  Bath,	  
Corning,	  Elmira,	  Watkins	  Glen-‐Montour	  Falls,	  Hornell,	  and	  Wayland,	  as	  well	  as	  more	  
than	  2,300	  farms	  (USDA	  2007).	  	  
	  

	  
Figure	  1:	  The	  STC	  region	  
Source:	  The	  New	  York	  State	  GIS	  Clearinghouse.	  Map	  created	  by	  author	  on	  4/14/2011	  	  
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Data	  and	  Methods	  
	  
This	  report	  is	  based	  on	  information	  and	  data	  obtained	  from	  the	  following	  sources:	  
	  

1. Published	  reports,	  news	  articles,	  and	  studies	  related	  to	  gas	  drilling	  in	  the	  
Marcellus	  Shale	  

2. Data	  from	  the	  U.S.	  Census,	  the	  American	  Community	  Survey,	  County	  
Business	  Patterns,	  and	  other	  sources	  for	  information	  relevant	  to	  gas	  
drilling	  and	  tourism	  

3. Geospatial	  data	  from	  the	  New	  York	  State	  GIS	  Clearinghouse	  as	  well	  as	  
agency	  sources	  

4. Interviews	  with	  public	  officials,	  gas	  drilling	  experts,	  organizations,	  
advocacy	  groups,	  business	  owners	  and	  operators,	  and	  other	  local	  
stakeholders	  (see	  Appendix	  A)	  

	  
In	  addition,	  the	  report	  has	  greatly	  benefited	  from	  ongoing	  collaboration	  with	  the	  
Marcellus	  Shale	  research	  team	  at	  Cornell	  University,	  led	  by	  Dr.	  Susan	  
Christopherson	  in	  the	  Department	  of	  City	  and	  Regional	  Planning.	  	  
	  
New	  York	  has	  issued	  a	  statewide	  moratorium	  on	  permits	  for	  hydraulic	  fracturing	  
that	  lasts	  till	  at	  least	  August	  2011,	  so	  drilling	  activity	  has	  yet	  to	  begin.	  Much	  of	  the	  
analysis	  of	  the	  potential	  economic,	  environmental,	  and	  social	  impacts	  presented	  
here	  and	  elsewhere	  is	  therefore	  speculative.	  In	  order	  to	  try	  and	  understand	  what	  
may	  happen	  in	  New	  York	  should	  the	  moratorium	  be	  lifted,	  it	  is	  advantageous	  to	  
study	  cases	  from	  other	  states	  and	  communities	  that	  have	  seen	  widespread	  shale	  
drilling.	  	  
	  
This	  report	  refers	  often	  to	  the	  Northern	  Tier	  of	  Pennsylvania,	  including	  Bradford	  
County,	  for	  several	  reasons.	  First,	  the	  Northern	  Tier,	  and	  Pennsylvania	  generally,	  
has	  seen	  widespread	  gas	  drilling	  since	  2007,	  on	  a	  scale	  similar	  to	  what	  we	  might	  
expect	  in	  New	  York.	  Second,	  compared	  to	  cases	  in	  Wyoming,	  Colorado,	  or	  Texas,	  
northern	  Pennsylvania	  has	  a	  similar	  topography	  and	  environment	  to	  that	  of	  the	  
Southern	  Tier	  of	  New	  York.	  Third,	  the	  Northern	  Tier	  economy	  has	  important	  
agriculture	  and	  tourism	  sectors,	  similar	  to	  the	  STC	  region.	  One	  important	  difference	  
between	  the	  two	  regions,	  however,	  is	  that	  the	  Southern	  Tier	  has	  several	  small	  cities,	  
whereas	  Bradford	  County	  does	  not.	  The	  Southern	  Tier’s	  urban	  assets	  may	  help	  
shape	  the	  outcomes	  of	  gas	  drilling	  differently	  than	  what	  is	  seen	  in	  northern	  
Pennsylvania.	  
	  
Size	  and	  Scope	  of	  Drilling	  Activities	  
	  
Though	  it	  is	  impossible	  to	  predict	  exactly	  how	  many	  gas	  wells	  will	  be	  drilled	  in	  the	  
Southern	  Tier,	  given	  its	  location	  in	  the	  greater	  Marcellus	  formation,	  it	  is	  reasonable	  
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to	  assume	  that	  drilling	  will	  be	  widespread	  in	  the	  STC	  region,	  especially	  in	  Chemung	  
and	  Steuben	  counties.	  	  
	  

	  
Figure	  2:	  The	  Marcellus	  Shale	  Formation	  
Source:	  The	  American	  Association	  of	  Petroleum	  Geologists	  
	  
Natural	  gas	  drilling	  is	  certainly	  not	  new	  to	  the	  region.	  According	  to	  the	  Annual	  
Report	  of	  the	  Division	  of	  Mineral	  Resources	  of	  the	  New	  York	  State	  Department	  of	  
Conservation,	  Chemung,	  Schuyler,	  and	  Steuben	  Counties	  are	  all	  in	  the	  top	  10	  gas	  
producing	  counties	  of	  New	  York	  State	  (NY	  DEC	  2008;	  Barth	  2010).	  As	  of	  2008,	  
Steuben	  County	  had	  69	  actively	  producing	  vertically	  drilled	  gas	  wells,	  while	  
Chemung	  County	  had	  43	  and	  Schuyler	  County	  18.	  	  
	  
Though	  horizontal	  drilling	  and	  hydrofracturing	  are	  not	  permitted	  in	  New	  York,	  a	  
number	  of	  conventional,	  vertical	  gas	  wells	  have	  been	  drilled	  or	  permitted	  in	  the	  
New	  York	  portions	  of	  the	  Marcellus	  formation.	  According	  to	  the	  NYDEC,	  80	  permits	  
have	  been	  issued	  for	  vertical	  gas	  drilling	  in	  the	  Marcellus	  formation	  in	  the	  STC	  (as	  of	  
February	  2011),	  23	  of	  which	  are	  currently	  producing	  gas.2	  	  
	  
Horizontal	  drilling	  of	  the	  Marcellus	  Shale,	  however,	  is	  much	  different	  than	  the	  gas	  
drilling	  traditionally	  done	  in	  New	  York	  State	  (Jacquet	  2011).	  Because	  horizontal	  gas	  
                                                
2	  For	  the	  most	  up-‐to-‐date	  information	  available	  on	  well	  permits,	  well	  production,	  and	  
volumes	  of	  gas	  produced,	  visit	  http://www.stcplanning.org/index.asp?pageId=153	  and	  
http://www.dec.ny.gov/cfmx/extapps/GasOil/search/wells/index.cfm.	  
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extraction	  requires	  directional	  drilling	  and	  hydraulic	  fracturing,	  drilling	  will	  be	  a	  
much	  more	  industrial	  process	  than	  traditional	  gas	  development	  done	  in	  the	  
Southern	  Tier.	  Based	  on	  the	  development	  of	  other	  unconventional	  shales	  in	  the	  
United	  States	  that	  required	  fracking,	  and	  on	  drilling	  activity	  in	  Pennsylvania	  thus	  
far,	  the	  number	  of	  Marcellus	  Shale	  wells	  will	  likely	  far	  exceed	  the	  number	  of	  
traditional	  wells	  in	  the	  region.	  Bradford	  County,	  PA,	  just	  across	  the	  state	  line,	  has	  
seen	  a	  rapid	  proliferation	  in	  gas	  wells	  and	  well	  permits	  since	  2007-‐2008:	  
	  

	  
Figure	  3:	  Permitted	  wells	  in	  Bradford	  County,	  PA	  (2008-2010)	  
Source:	  PA	  DEP,	  Bradford	  County	  	  
	  
The	  proliferation	  of	  wells	  in	  Bradford	  County	  mirrors	  a	  trend	  happening	  in	  much	  of	  
northeast	  and	  southwest	  Pennsylvania,	  and	  to	  a	  lesser	  extent,	  most	  of	  the	  state.3	  
	  
The	  New	  York	  State	  Department	  of	  Environmental	  Conservation’s	  (NYDEC)	  Draft	  
Supplemental	  Generic	  Environmental	  Impact	  Statement	  (SGEIS)	  estimated	  that	  the	  
maximum	  number	  of	  wells	  drilled	  per	  year	  in	  New	  York	  would	  be	  500,	  though	  they	  
do	  not	  describe	  how	  they	  reached	  that	  number	  (NYDEC	  2009).	  In	  the	  three	  
Pennsylvania	  counties	  south	  of	  the	  STC	  region	  (Tioga,	  Bradford,	  Susquehanna),	  
energy	  companies	  were	  projected	  to	  drill	  double	  this	  amount	  in	  2010	  (Jacquet	  
2010).	  	  
	  
A	  great	  many	  factors	  could	  influence	  the	  scale	  of	  drilling	  activity	  in	  the	  STC	  region,	  
from	  state	  environmental	  policy	  and	  permitting	  processes	  to	  market	  demand	  and	  
the	  availability	  of	  drilling	  equipment.	  Given	  the	  STC	  region’s	  location	  in	  the	  
                                                
3	  Bradford	  County	  is	  above	  one	  of	  several	  “sweet	  spots”	  in	  the	  Marcellus	  formation	  under	  
Pennsylvania,	  where	  gas	  production	  is	  pronounced.	  For	  an	  animated	  map	  of	  Marcellus	  shale	  
permits	  issued	  in	  Pennsylvania	  statewide,	  see	  
http://www.marcellus.psu.edu/images/well_animation.gif.	  
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Marcellus	  fairway	  and	  its	  proximity	  to	  the	  equipment	  and	  labor	  force	  in	  
Pennsylvania,	  it	  would	  seem	  prudent	  to	  plan	  for	  widespread	  drilling	  activity	  over	  
the	  course	  of	  the	  next	  decade.	  	  	  
	  
Tourism	  in	  the	  STC	  region	  
	  
The	  STC	  region	  has	  a	  diverse	  range	  of	  tourism	  assets,	  both	  urban	  and	  rural	  in	  
character.	  The	  Corning	  Museum	  of	  Glass,	  perhaps	  the	  most	  well	  known	  of	  the	  
region’s	  tourism	  destinations,	  attracts	  hundreds	  of	  thousands	  of	  visitors	  to	  Corning	  
per	  year.	  The	  Wings	  of	  Eagles	  Discovery	  Center	  (formerly	  called	  the	  National	  
Warplane	  Museum)	  in	  Horseheads,	  the	  Center	  for	  Mark	  Twain	  Studies	  at	  Elmira	  
College,	  and	  the	  Watkins	  Glen	  International	  are	  among	  the	  many	  attractions	  in	  the	  
region.	  The	  area	  is	  also	  known	  for	  its	  rural	  tourism	  destinations,	  like	  the	  National	  
Soaring	  Museum,	  the	  Newtown	  Battlefield	  State	  Park,	  and	  many	  waterfalls,	  
including	  Tinker	  Falls,	  Watkins	  Glen	  State	  Park,	  and	  Stony	  Brook	  State	  Park.	  	  There	  
are	  a	  host	  of	  outdoor	  recreational	  and	  sporting	  venues	  in	  the	  region,	  from	  hunting	  
and	  fishing	  to	  camping	  and	  bird	  watching.	  Seneca	  Lake	  in	  Schuyler	  County	  and	  
Keuka	  Lake	  in	  Steuben	  County	  offer	  numerous	  boating	  and	  water	  sports	  
opportunities.	  
	  
The	  tourism	  “brand”	  of	  the	  Southern	  Tier	  is	  very	  much	  intertwined	  with	  agriculture;	  
rolling	  hills,	  scenic	  farmlands,	  rural	  vistas,	  and	  viticulture	  are	  major	  contributors	  to	  
the	  tourism	  draw	  here.	  Farmers	  markets,	  agricultural	  fairs,	  and	  family-‐owned	  
restaurants	  can	  be	  found	  in	  almost	  every	  town	  and	  city.	  The	  Finger	  Lakes	  wine	  
industry	  has	  rapidly	  become	  one	  of	  the	  most	  popular	  wine	  destinations	  in	  the	  
eastern	  United	  States,	  with	  dozens	  of	  vineyards,	  tasting	  rooms,	  and	  bed	  &	  breakfasts	  
that	  stretch	  from	  the	  Southern	  Tier	  counties	  to	  north	  of	  the	  Finger	  Lakes.	  	  	  
	  
Supporting	  and	  growing	  the	  tourism	  sector	  is	  a	  key	  component	  of	  economic	  
development	  strategies	  for	  the	  counties	  in	  the	  STC	  over	  the	  next	  several	  decades.	  
Besides	  the	  significant	  tourism	  assets	  already	  in	  place,	  vineyards,	  viniculture,	  and	  
wine	  tourism	  are	  a	  major	  focus	  for	  economic	  investment	  and	  growth.	  	  	  
	  
Monetary	  and	  Non-Monetary	  Values	  of	  Tourism	  
	  
Tourism	  is	  an	  important	  part	  of	  the	  present	  and	  future	  economy	  of	  New	  York.	  The	  
importance	  of	  tourism	  for	  the	  STC	  economy	  is	  significant	  and	  growing.	  In	  2008	  
visitors	  spent	  more	  than	  $239	  million	  in	  the	  STC	  region,	  across	  a	  diverse	  range	  of	  
sectors	  including	  food	  and	  beverage,	  lodging,	  retail	  and	  service	  stations,	  
transportation,	  recreation,	  and	  second	  homes.4	  Visitor	  spending	  increased	  in	  all	  
three	  STC	  counties	  from	  2007-‐2008,	  year	  over	  year:	  by	  10.6%	  in	  Chemung	  County,	  
2.9%	  in	  Schuyler	  County,	  and	  12.8%	  in	  Steuben	  County	  (Tourism	  Economics	  2009,	  
p.	  28).	  	  	  
                                                
4	  Spending	  varied	  significantly	  across	  counties:	  Chemung	  ($89.2	  million),	  Schuyler	  ($26.4	  
million)	  and	  Steuben	  ($123.5	  million).	  See	  Tourism	  Economics	  (2009),	  p.	  25.	  
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Employment	  and	  Wages	  
	  
The	  tourism	  and	  travel	  sector	  accounted	  for	  3,335	  direct	  jobs	  and	  nearly	  $66	  million	  
in	  labor	  income	  in	  the	  STC	  region	  in	  2008.	  When	  indirect	  and	  induced	  employment	  
is	  considered,	  the	  tourism	  sector	  was	  responsible	  for	  4,691	  jobs	  and	  $113.5	  million	  
in	  labor	  income	  (see	  Tables	  1	  and	  2).5	  Tourism	  accounted	  for	  1,923	  direct,	  indirect,	  
or	  induced	  jobs	  in	  Chemung	  County	  in	  2008,	  or	  7.2%	  of	  all	  jobs.	  In	  Schuyler	  County,	  
tourism	  accounted	  for	  562	  jobs,	  or	  11.7%	  of	  the	  total.	  In	  Steuben	  County,	  it	  
accounted	  for	  2,206	  jobs,	  or	  5.9%	  of	  all	  jobs.	  	  
	  

Travel	  &	  Tourism:	  	  All	  Industry	  Groups	  20086	  

Area	  
Direct	  	   Total	  Jobs7	  

%	  Share	  	  
(Direct)	  

%	  Share	  (Total)	  

Chemung	   1,421	  	   1,923	   5.0%	   7.2%	  

Schuyler	   389	  	   562	   8.1%	   11.7%	  

Steuben	   1,525	   2,206	   4.1%	   5.9%	  

STC	  Region	   3,335	   4,691	   4.7%	   6.7%	  

Table	  1:	  Direct	  and	  Total	  Employment	  in	  the	  Tourism	  Sector,	  2008	  
Source:	  Tourism	  Economics	  (2009)	  
	  
	  
	  
	  
	  
	  

                                                
5	  To	  reach	  these	  figures,	  Tourism	  Economics	  used	  Regional	  Economic	  Information	  System	  
(REIS)	  data	  from	  the	  Bureau	  of	  Economic	  Analysis,	  U.S.	  Department	  of	  Labor.	  To	  determine	  
direct,	  indirect,	  and	  induced	  impacts	  of	  tourism	  on	  employment	  and	  wages,	  Tourism	  
Economics	  used	  the	  INPLAN	  input-‐output	  model	  for	  New	  York	  State.	  For	  a	  complete	  
description	  of	  data	  and	  methods,	  see	  Tourism	  Economics	  2009	  (p.	  39).	  
6	  These	  statistics	  likely	  underestimate	  the	  value	  of	  tourism	  in	  the	  STC	  region,	  because	  they	  
do	  not	  include	  vineyards	  and	  wine	  production,	  a	  major	  emerging	  industry	  in	  the	  area.	  See	  
discussion	  following.	  
7	  Total	  jobs	  include	  direct,	  indirect,	  and	  induced	  employment.	  Direct	  employment	  is	  
attributed	  to	  persons	  and	  companies	  directly	  providing	  goods	  and	  services	  to	  travelers.	  
Indirect	  employment	  is	  secondary	  employment	  in	  the	  suppliers	  of	  goods	  and	  services	  to	  the	  
direct	  employment	  companies.	  Induced	  employment	  is	  a	  share	  of	  the	  tertiary	  benefit	  to	  the	  
local	  economy	  as	  incomes	  in	  the	  previous	  two	  levels	  of	  employment	  are	  spent	  on	  goods	  and	  
services	  in	  the	  local	  economy.	  For	  example,	  when	  a	  restaurant	  employee	  spends	  his	  wages	  
at	  the	  grocery	  store,	  it	  generates	  additional	  employment	  and	  economic	  output.	  See	  Tourism	  
Economics	  2009	  (p.	  39).	  
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Labor	  Income	  -	  Travel	  &	  Tourism	  2008	  

Area	  
Direct	   Total	  

Share	  	  
(Direct)	  

Share	  
(Total)	  

Chemung	   $27,255,000	  	   $46,326,000	   2.0%	   3.4%	  

Schuyler	   $6,639,000	   $11,285,000	   4.6%	   7.9%	  

Steuben	   $32,895,000	   $55,912,000	   1.9%	   3.2%	  

STC	  
Region	   $66,789,000	   $113,523,000	   2.1%	   3.5%	  

Table	  2:	  Labor	  Income	  generated	  by	  the	  tourism	  sector,	  2008	  
Source:	  Tourism	  Economics	  (2009)	  
	  
According	  to	  the	  New	  York	  DOL,	  93	  individual	  firms	  operated	  in	  the	  Travel	  and	  
Tourism	  sector	  in	  2010.	  	  This	  does	  not	  include	  sole	  proprietorships,	  which	  may	  
increase	  the	  number	  of	  firms	  by	  as	  much	  as	  20%	  (see	  NYDOL	  (2011)	  and	  Tourism	  
Economics	  2009,	  p.	  36).	  
	  
Employment	  numbers	  for	  the	  tourism	  and	  travel	  industries	  exclude	  wine	  
production	  and	  vineyards,	  because	  they	  are	  traditionally	  included	  in	  measures	  of	  
the	  food	  processing	  sector	  of	  the	  economy.	  Wine	  and	  wine	  tourism	  is	  an	  emerging	  
industry	  in	  the	  STC	  region,	  however,	  and	  employment	  in	  the	  industry	  is	  largely	  
driven	  by	  tourism	  dollars.	  According	  to	  the	  New	  York	  State	  Department	  of	  Labor,	  18	  
firms	  in	  the	  STC	  region	  were	  classified	  as	  “wineries”	  in	  2010	  and	  employed	  275	  
people.	  An	  additional	  8	  firms	  were	  classified	  as	  “grape	  vineyards”	  and	  employed	  63	  
people.8	  	  
	  
Tax	  Revenues	  
	  
Tourism	  is	  also	  an	  important	  source	  of	  revenue	  for	  state	  and	  local	  governments;	  in	  
2008,	  tourism	  in	  New	  York	  State	  generated	  more	  than	  $7	  billion	  in	  state	  and	  local	  
tax	  revenues	  (Tourism	  Economics	  2009).	  In	  the	  STC	  region,	  the	  travel	  and	  tourism	  
sector	  generated	  nearly	  $16	  million	  in	  state	  taxes	  and	  $15	  million	  in	  local	  taxes,	  for	  a	  
total	  of	  almost	  $31	  million	  in	  tax	  revenue.	  This	  equates	  to	  a	  tax	  benefit	  of	  $1,181	  per	  
household	  in	  the	  region.	  

                                                
8	  Estimations	  were	  made	  using	  data	  from	  the	  Quarterly	  Census	  of	  Employment	  and	  Wages	  
(QCEW),	  in	  the	  6-‐digit	  categories	  of	  Wineries	  (312130)	  and	  Grape	  Vineyards	  (111332).	  	  
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Travel	  &	  Tourism:	  	  All	  Industry	  Groups	  2008	  	  

Area	  
State	  Taxes	   Local	  Taxes	   Total	  

Region	  
Share	  

Chemung	   $5,805,894	   $5,552,950	   $11,358,844	   36.9%	  

Schuyler	   $1,761,258	   $1,642,030	   $3,403,288	   11.1%	  

Steuben	   $8,325,524	   $7,693,489	   $16,019,013	   52.0%	  

STC	  
Region	   $15,892,676	   $14,888,469	   $30,781,145	   100%	  

Table	  3:	  State	  and	  Local	  Taxes	  generated	  by	  the	  tourism	  sector,	  2008	  
Source:	  Tourism	  Economics	  (2009)	  
	  
Discussion	  
	  
Though	  the	  tourism	  sector	  creates	  a	  significant	  number	  of	  jobs	  in	  the	  STC	  region,	  it	  
is	  likely	  that	  the	  value	  of	  gas	  drilling,	  measured	  simply	  by	  jobs	  created	  and	  wages	  
generated,	  will	  exceed	  the	  value	  of	  tourism	  in	  the	  short	  term.	  It	  is	  also	  likely	  that	  
many	  tourism	  related	  businesses,	  including	  hotels,	  restaurants,	  and	  shopping	  
venues,	  would	  benefit	  from	  the	  influx	  of	  gas	  workers.	  These	  observations	  come	  with	  
two	  major	  caveats,	  however.	  	  
	  
First,	  tourism	  brings	  many	  non-‐monetary	  benefits	  to	  the	  STC	  region	  and	  its	  
communities.	  Most	  important,	  tourism	  amenities	  improve	  the	  quality	  of	  life	  of	  
residents.	  Restaurants,	  shops,	  parks	  and	  outdoor	  recreation	  areas,	  campgrounds,	  
wineries,	  festivals,	  museums,	  and	  other	  related	  amenities	  are	  beneficial	  to	  local	  
residents	  as	  well	  as	  visitors.	  These	  amenities	  also	  make	  a	  region	  more	  attractive	  for	  
economic	  investment;	  they	  are	  some	  of	  the	  crucial	  resources	  that	  allow	  an	  area	  to	  
attract	  economically	  mobile	  populations,	  like	  young	  professionals	  and	  retirees	  
(Markusen	  2003,	  2004).	  The	  preservation	  and	  maintenance	  of	  rural	  and	  outdoor	  
assets	  is	  also	  an	  important	  component	  of	  sustainable	  economic	  development	  
strategies;	  these	  assets	  are	  a	  renewable	  resource	  for	  the	  region,	  and	  tourism	  creates	  
a	  financial	  incentive	  to	  protect	  them.	  	  	  	  
	  
Second,	  whereas	  many	  tourism	  related	  businesses	  are	  locally	  owned	  and	  operated	  
and	  are	  thus	  part	  of	  a	  long-‐term	  economic	  development	  trajectory	  for	  the	  region,	  
the	  employment	  “boom”	  in	  gas	  drilling	  will	  be	  relatively	  short-‐term	  and	  non-‐local	  
(see	  Appendix	  B).	  	  
	  
Tourism	  is	  a	  significant	  sector	  in	  the	  STC	  economy	  and	  one	  that	  is	  an	  important	  
component	  of	  the	  long-‐term	  economic	  development	  in	  the	  region.	  At	  the	  same	  time,	  
natural	  gas	  contained	  in	  the	  Marcellus	  Shale	  is	  an	  important	  and	  valuable	  resource	  
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owned	  by	  the	  citizens	  of	  the	  STC	  counties,	  and	  its	  extraction	  could	  offer	  substantial	  
benefits.9	  Based	  on	  these	  observations,	  two	  important	  questions	  emerge:	  1)	  Will	  
drilling	  have	  a	  negative	  effect	  on	  tourism	  and	  tourism	  development?	  2)	  Can	  gas	  
drilling	  and	  tourism	  co-‐exist?	  	  
	  
The	  Potential	  Impacts	  of	  Gas	  Drilling	  on	  the	  Tourism	  Industry	  
	  
One	  of	  the	  central	  questions	  confronting	  the	  tourism	  industry	  is	  whether	  drilling	  
will	  permanently	  damage	  the	  carefully	  developed	  “brand”	  of	  the	  region,	  as	  a	  pristine	  
and	  picturesque	  destination	  for	  wine	  lovers,	  outdoor	  enthusiasts,	  and	  budget	  
conscious	  travelers.	  This	  question	  is	  different	  from	  asking	  if	  drilling	  will	  hurt	  the	  
tourism	  economy	  generally.	  During	  the	  short-‐term	  drilling	  phase,	  the	  surge	  in	  out-‐
of-‐town	  workers	  will	  likely	  benefit	  many	  tourism-‐related	  businesses.	  Gas	  workers	  
will	  fill	  up	  hotels	  and	  motels,	  patronize	  restaurants,	  bars,	  and	  music	  venues,	  shop	  at	  
local	  businesses,	  and	  so	  on.10	  But	  given	  the	  short-‐term	  nature	  of	  the	  drilling	  “boom,”	  
how	  might	  drilling	  and	  its	  attendant	  effects	  impact	  the	  tourism	  sector	  in	  the	  long	  
run?	  In	  the	  next	  section,	  I	  discuss	  a	  number	  of	  ways	  that	  widespread	  natural	  gas	  
drilling	  might	  transform	  the	  reputation	  of	  the	  region.	  Individually,	  they	  are	  unlikely	  
to	  have	  serious	  and	  long-‐term	  consequences.	  Cumulatively,	  however,	  they	  threaten	  
to	  do	  serious	  damage	  to	  the	  tourism	  sector	  by	  degrading	  visitor	  experiences	  and	  
creating	  an	  industrial	  landscape	  that	  far	  outlives	  the	  profitability	  of	  gas	  extraction.	  
	  
Accommodations11	  
	  
An	  influx	  of	  out-‐of-‐town	  gas	  workers	  will	  likely	  strain	  the	  available	  supply	  of	  
hotel/motel	  rooms,	  RV	  parks,	  campgrounds,	  and	  other	  short-‐term	  accommodations	  
in	  the	  region.	  Given	  that	  many	  drilling-‐phase	  workers	  are	  transitory,	  they	  are	  less	  
likely	  to	  purchase	  homes	  or	  avail	  themselves	  of	  long-‐term	  accommodations.	  As	  a	  
result,	  even	  a	  few	  thousand	  workers	  can	  overwhelm	  the	  carrying	  capacity	  of	  rural	  
communities	  and	  quickly	  tie	  up	  hotel	  rooms	  in	  much	  larger	  cities	  (Jacquet,	  personal	  
communication	  2011).	  For	  example,	  gas	  drilling	  has	  been	  a	  boon	  for	  hotels	  and	  
motels	  in	  northern	  Pennsylvania,	  as	  occupancy	  rates	  have	  soared	  to	  over	  95%,	  
despite	  the	  nationwide	  recession.	  Some	  businesses,	  like	  the	  Towanda	  Motel	  in	  
Bradford	  County,	  PA	  have	  become	  completely	  occupied	  by	  gas	  workers,	  and	  most	  
have	  a	  significant	  gas	  worker	  presence.12	  	  

                                                
9	  For	  a	  discussion	  of	  the	  short	  and	  long-‐term	  economic	  costs	  and	  benefits	  of	  gas	  
development,	  see	  Christopherson	  and	  Rightor	  (2010).	  
10	  Based	  on	  drilling	  labor	  studies	  in	  Pennsylvania	  and	  other	  gas	  plays,	  many	  transient	  
workers	  will	  support	  families	  that	  live	  out	  of	  state,	  and	  so	  their	  general	  spending	  habits	  are	  
not	  directly	  comparable	  to	  local	  residents	  and	  workers.	  	  
11	  In	  addition	  to	  the	  strain	  placed	  on	  short-‐term	  lodging,	  an	  influx	  of	  gas	  workers	  might	  
strain	  other	  tourism	  infrastructure	  such	  as	  shopping	  and	  eating	  establishments.	  See	  NPS	  
2009.	  
12	  Though	  not	  directly	  related	  to	  tourism,	  soaring	  hotel	  occupancy	  rates	  can	  also	  have	  a	  
negative	  impact	  on	  social	  services	  and	  emergency	  management	  capacity.	  Hotel	  rooms	  are	  
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The	  influx	  of	  gas	  workers	  tends	  to	  stress	  other	  types	  of	  short-‐term	  and	  affordable	  
accommodations	  as	  well.	  Because	  the	  busy	  season	  for	  drilling	  is	  during	  the	  warmer	  
months,	  many	  gas	  workers	  find	  accommodation	  in	  recreational	  areas,	  like	  RV	  parks,	  
campgrounds,	  and	  vacation	  rentals.	  Unfortunately,	  this	  coincides	  with	  peak	  travel	  
and	  tourism	  demand	  for	  the	  same	  amenities	  (for	  evidence	  from	  Wyoming,	  see	  
Jacquet	  2006).	  	  
	  
Even	  as	  gas	  workers	  have	  filled	  these	  temporary	  accommodations	  across	  northern	  
Pennsylvania,	  demand	  is	  still	  outstripping	  supply.	  Many	  hotels	  in	  the	  Southern	  Tier	  
of	  New	  York	  are	  now	  housing	  gas	  workers,	  and	  Chesapeake	  Energy	  has	  recently	  
completed	  a	  $7	  million	  “man	  camp”	  in	  Athens	  Township,	  Bradford	  County,	  PA	  to	  
alleviate	  the	  acute	  housing	  shortage	  (Rubinkam	  2010).	  	  
	  
For	  the	  tourism	  planners	  and	  officials,	  several	  major	  concerns	  have	  emerged.	  First,	  
high	  occupancy	  rates	  in	  hotels,	  motels,	  campgrounds,	  and	  other	  locations	  make	  it	  
more	  difficult	  for	  visitors	  to	  find	  accommodations.	  This	  is	  especially	  worrisome	  
during	  major	  festivals	  and	  events,	  when	  a	  large	  influx	  of	  visitors	  is	  expected.	  For	  
example,	  Pennsylvania	  hotels	  were	  forced	  to	  turn	  away	  attendees	  of	  the	  Little	  
League	  World	  Series	  in	  2010	  (Beauge	  2010).	  While	  some	  gas	  workers	  did	  
temporarily	  vacate	  hotels	  to	  make	  room	  for	  Little	  League	  fans,	  there	  is	  no	  guarantee	  
that	  the	  same	  will	  happen	  during	  future	  events.	  Uncertainty	  about	  the	  hotel	  and	  
motel	  capacity	  of	  an	  area	  could	  plausibly	  lead	  to	  event	  organizers	  choosing	  
alternative	  locations.	  	  
	  
Demand	  for	  hotel	  rooms	  naturally	  leads	  to	  higher	  prices	  as	  well.	  While	  gas	  
companies	  may	  be	  capable	  of	  absorbing	  higher	  prices	  for	  rooms,	  cost-‐conscious	  
travelers	  may	  not,	  and	  may	  choose	  alternative	  destinations.	  
	  
Second,	  hotel	  and	  motel	  operators	  report	  that	  gas	  workers	  are	  a	  different	  category	  
of	  guest	  than	  the	  typical	  overnight	  businessperson	  or	  vacationing	  family,	  and	  can	  
cause	  greater	  wear-‐and-‐tear	  on	  rooms	  and	  facilities.	  This	  is	  because	  1)	  gas	  drilling	  is	  
often	  hard,	  outdoor,	  physical	  labor,	  and	  workers	  return	  to	  their	  rooms	  with	  muddy	  
or	  soiled	  work-‐boots	  and	  clothing;	  2)	  gas	  workers	  spend	  larger	  amounts	  of	  time	  per	  
day	  in	  their	  room	  than	  the	  typical	  overnight	  or	  weekend	  guest,	  as	  they	  are	  using	  the	  
hotel	  as	  their	  primary	  residence	  in	  the	  region;	  3)	  the	  rooms	  are	  often	  occupied	  by	  
multiple	  workers	  simultaneously;	  and	  4)	  workers	  often	  sleep	  in	  shifts,	  so	  the	  room	  
is	  in	  continuous	  use.	  	  
	  
	  Third,	  it	  is	  likely	  that	  hotel	  and	  motel	  companies	  will	  build	  additional	  capacity	  in	  
the	  region	  to	  meet	  the	  growing	  demand	  from	  the	  natural	  gas	  workforce	  (either	  
through	  hotel/motel	  expansion	  or	  construction	  of	  new	  locations.)	  There	  is	  a	  concern	  
that	  such	  construction	  will	  leave	  the	  region	  with	  a	  glut	  of	  corporately	  owned	  hotel	  
                                                                                                                                            
often	  used	  for	  temporary	  sheltering,	  and	  lack	  of	  availability	  has	  created	  problems	  in	  towns	  
near	  gas	  plays	  (i.e.	  Jacquet	  2006).	  	  
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rooms	  once	  the	  “boom”	  period	  of	  drilling	  is	  over.	  An	  oversupply	  of	  rooms	  could	  lead	  
to	  artificially	  depressed	  prices	  that	  could,	  in	  turn,	  make	  it	  difficult	  for	  bed	  and	  
breakfasts	  and	  other	  independently	  owned	  businesses	  to	  compete	  and	  survive.	  	  	  
	  
Room	  Tax	  
	  
A	  second,	  and	  related,	  issue	  deals	  with	  the	  collection	  of	  room	  (occupancy)	  taxes.	  The	  
room	  tax	  is	  collected	  on	  all	  hotel	  and	  motel	  room	  sales	  in	  New	  York	  State,	  and	  is	  
levied	  at	  both	  the	  state	  and	  county	  level.	  	  At	  the	  county	  level,	  the	  rate	  and	  conditions	  
of	  the	  tax	  are	  established	  by	  county	  legislatures	  but	  tend	  to	  be	  very	  similar.	  This	  tax	  
is	  in	  addition	  to	  state	  and	  local	  sales	  taxes,	  which	  also	  may	  be	  added	  to	  the	  base	  
price	  of	  a	  room.	  	  
	  
Revenues	  from	  room	  taxes	  are	  crucial	  to	  the	  tourism	  sector	  in	  the	  STC	  region.	  They	  
fund	  tourism	  development	  offices,	  including	  staff	  salaries	  and	  tourism	  promotion,	  
and	  sometimes	  help	  to	  subsidize	  or	  incubate	  events.	  Revenues	  are	  also	  used	  to	  
invest	  in,	  or	  pay	  down	  debt	  on,	  tourism	  facilities.	  
	  
The	  key	  area	  of	  concern	  is	  the	  “permanent	  resident	  exclusion,”	  a	  stipulation	  in	  both	  
state	  statute	  and	  county	  ordinance	  that	  exempts	  individuals	  who	  occupy	  
hotel/motel	  rooms	  for	  more	  than	  a	  threshold	  number	  of	  consecutive	  days	  (90	  days	  
for	  the	  state	  tax	  in	  New	  York,	  30	  days	  for	  most	  counties)	  from	  paying	  the	  room	  tax.	  
This	  exclusion	  typically	  exempts	  the	  hotel	  resident	  from	  paying	  the	  tax	  for	  the	  entire	  
period	  of	  their	  stay.13	  	  
	  
In	  Schuyler	  County,	  the	  room	  tax	  rate	  is	  4%	  (increased	  from	  2%	  in	  2005).	  The	  tax	  
generated	  $242,446	  in	  2008	  and	  $295,153	  in	  2009	  and	  is	  projected	  to	  generate	  
more	  than	  $325,000	  in	  2011	  (Schuyler	  County	  2011).	  	  
	  
In	  Steuben	  County,	  the	  room	  tax	  rate	  is	  also	  4%.	  The	  tax	  generated	  $685,368	  in	  
2006	  and	  $680,528	  in	  2007.	  In	  2008,	  the	  last	  year	  that	  information	  is	  available,	  
more	  than	  $700,000	  in	  revenue	  was	  expected	  (Steuben	  County	  2008).	  In	  2007,	  
room	  tax	  revenues	  supported	  a	  host	  of	  tourism	  development	  activities,	  including	  
funding	  the	  Steuben	  County	  Conference	  and	  Visitors	  Center,	  the	  Finger	  Lakes	  
Tourism	  Alliance,	  the	  Dairy	  Festival,	  the	  ARTS	  of	  The	  Southern	  Finger	  Lakes,	  and	  the	  
Finger	  Lakes	  Wine	  Tourism	  Marketing	  Association	  (Steuben	  County	  Treasurer	  
2008).	  
	  
In	  Chemung	  County,	  the	  room	  tax	  rate	  is	  4%.	  According	  to	  the	  Chemung	  County	  
Budget	  statement,	  revenues	  from	  the	  room	  tax	  have	  increased	  significantly	  in	  the	  
past	  two	  years	  as	  a	  result	  of	  spillover	  from	  natural	  gas	  drilling	  activity	  in	  the	  
northern	  tier	  of	  Pennsylvania,	  as	  well	  as	  from	  other	  corporate	  customers	  
(particularly	  Sikorsky	  Aircraft).	  According	  to	  Chemung	  County	  officials,	  the	  natural	  
                                                
13	  Once	  occupants	  have	  achieved	  the	  “permanent	  resident”	  threshold	  of	  continuous	  days	  
stay,	  the	  occupancy	  taxes	  levied	  on	  them	  prior	  to	  that	  point	  are	  refundable.	  See	  NYS	  DTF.	  
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gas	  industry	  has	  “chosen	  [Chemung]	  County	  as	  a	  hub	  of	  operations”	  (Chemung	  
County	  2011).	  The	  tax	  brought	  in	  approximately	  $565,000	  in	  revenue	  in	  2010,	  and	  
is	  expected	  to	  raise	  $700,000	  in	  2011.14	  	  
	  
Gas	  companies	  who	  house	  their	  workers	  in	  hotels/motels	  often	  book	  the	  rooms	  in	  
long-‐term	  blocks	  to	  take	  advantage	  of	  the	  exclusion.	  For	  example,	  in	  Wyoming	  
County,	  PA,	  which	  is	  directly	  adjacent	  to	  Bradford	  County,	  PA,	  more	  than	  50%	  of	  the	  
hotel	  occupants	  were	  falling	  under	  the	  “30-‐day”	  exclusion	  in	  late	  2010,	  and	  were	  
thus	  exempt	  from	  the	  room	  tax.	  According	  to	  local	  sources,	  this	  was	  due	  almost	  
entirely	  to	  the	  influx	  of	  gas	  workers.	  So,	  while	  gas	  drilling	  has	  been	  a	  boon	  for	  
northern	  PA	  hotels	  in	  general,	  room	  tax	  revenues	  are	  lagging	  far	  behind	  where	  they	  
would	  typically	  be	  with	  such	  high	  occupancy	  rates	  (Schillinger	  2010).	  The	  same	  
issue	  is	  likely	  to	  arise	  in	  the	  STC	  region,	  unless	  county	  room	  tax	  laws	  are	  changed.	  	  
	  
Visual	  Impacts	  
	  
Part	  of	  the	  appeal	  of	  the	  STC	  region	  as	  a	  tourism	  destination	  is	  the	  rural	  character	  of	  
its	  landscape;	  rolling	  hills,	  pristine	  forests,	  and	  farmlands	  create	  incredible	  view-‐
sheds	  across	  the	  area.	  There	  is	  great	  concern	  that	  drilling	  activity	  will	  mar	  this	  
unique	  visual	  landscape.	  	  
	  
The	  visual	  impacts	  of	  drilling	  are	  somewhat	  localized	  around	  the	  different	  sites	  
associated	  with	  gas	  development:	  well	  pads,	  drilling	  rigs,	  compressor	  stations,	  
water	  storage,	  gravel	  pits,	  equipment	  depots,	  water	  extraction	  sites,	  disposal	  areas,	  
etc.	  Drilling	  rigs,	  which	  can	  reach	  heights	  of	  150	  feet	  or	  more,	  are	  the	  most	  visible	  
signs	  of	  gas	  activity.	  From	  a	  relatively	  short	  distance,	  they	  stand	  in	  stark	  contrast	  to	  
the	  surrounding	  environment.	  During	  the	  drilling	  phase,	  these	  rigs	  operate	  24-‐hours	  
per	  day,	  creating	  additional	  night-‐time	  impacts,	  including	  rig	  lighting	  and	  open	  
flaring,	  which	  may	  degrade	  night-‐sky	  resources	  (see	  figure	  3).	  	  
	  

                                                
14	  Clearly,	  not	  all	  gas	  workers	  staying	  in	  Chemung	  County	  qualify	  for	  permanent	  residence	  
exclusion,	  as	  tax	  revenues	  continue	  to	  rise.	  Whether	  revenues	  are	  keeping	  pace	  with	  
occupancy,	  however,	  is	  an	  important	  question	  and	  difficult	  to	  answer	  with	  the	  data	  
available.	  
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Figure	  3:	  Drilling	  rigs	  in	  Washington	  County,	  PA	  
Source:	  www.marcellus-shale.us	  
	  
From	  a	  greater	  distance,	  however,	  drilling	  sites	  have	  less	  of	  an	  overall	  impact	  than	  
might	  be	  feared.	  A	  visual	  impact	  assessment	  of	  drilling	  in	  Bradford	  County,	  PA	  in	  
2010	  found	  that	  at	  distances	  of	  more	  than	  0.5	  miles,	  rigs	  became	  difficult	  to	  see	  in	  
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the	  surrounding	  landscape	  (see	  Appendix	  D).	  In	  fact,	  other	  common	  manufactured	  
features	  in	  the	  landscape,	  like	  power	  lines,	  cell	  phone	  towers,	  and	  windmills,	  can	  be	  
more	  visually	  impactful	  than	  drilling	  equipment	  (Upadhyay	  and	  Bu,	  2010).	  Beyond	  
drilling,	  however,	  natural	  gas	  transportation	  infrastructure	  and	  storage	  facilities	  
will	  also	  have	  a	  long-‐term	  visual	  impact.	  For	  example,	  pipeline	  construction	  can	  
create	  deforestation,	  utility	  easement	  cuts,	  and	  possible	  decommission	  of	  
agricultural	  land.	  	  
	  
What	  is	  most	  important,	  however,	  is	  the	  cumulative	  impact	  of	  drilling	  activity	  across	  
the	  entire	  STC	  region.	  The	  greater	  the	  extent	  of	  drilling,	  the	  more	  intense	  and	  
pronounced	  the	  impacts	  will	  be	  on	  the	  visual	  environment.	  More	  wells	  drilled	  
means	  more	  rigs,	  brine	  pits	  or	  the	  water	  treatment	  facilities	  that	  have	  begun	  to	  
replace	  them,	  water	  storage,	  water	  extraction	  points,	  compressor	  stations,	  pipelines,	  
newly	  cut	  access	  roads,	  heavy	  equipment	  storage,	  and	  dozens	  of	  other	  small	  impacts	  
to	  the	  visual	  environment	  that	  combine	  to	  create	  an	  industrial,	  rather	  than	  scenic,	  
landscape.15	  	  
	  
Thus,	  the	  most	  important	  factors	  that	  will	  determine	  the	  visual	  impact	  of	  drilling	  
sites,	  especially	  in	  scenic	  view-‐sheds,	  are	  1)	  the	  overall	  levels	  of	  drilling	  activity;	  2)	  
the	  spacing	  restrictions	  between	  drill	  pads;	  3)	  the	  distance	  of	  drilling	  sites	  from	  
roadways,	  scenic	  overlooks,	  parks,	  vineyards,	  and	  other	  places	  visitors	  tend	  to	  go,	  
and	  4)	  the	  efforts	  made	  by	  drilling	  companies	  at	  the	  site	  of	  drilling	  activities,	  storage	  
facilities,	  compressor	  stations,	  etc.	  Sites	  that	  are	  visually	  camouflaged,	  hidden	  from	  
roadways,	  and	  quickly	  restored	  will	  have	  much	  less	  of	  an	  impact	  than	  those	  that	  are	  
not	  (see	  Findings	  and	  Recommendations).	  
	  
Truck	  Traffic	  
	  
Truck	  traffic	  may	  be	  one	  of	  the	  most	  worrisome	  dimensions	  of	  gas	  drilling	  for	  
tourism	  in	  the	  STC	  region.	  A	  typical	  well	  in	  the	  Marcellus	  Shale	  requires	  5.6	  million	  
gallons	  of	  water	  during	  the	  drilling	  process,	  almost	  always	  delivered	  by	  truck	  
(Randall,	  2010).	  Trucks	  are	  also	  used	  to	  ship	  liquid	  additives	  to	  the	  well	  and	  to	  haul	  
away	  flowback	  water.	  “Because	  of	  its	  weight,	  the	  impact	  of	  water	  [on	  roads,	  
physically]	  hauled	  to	  one	  site	  (364	  trips)	  is	  the	  equivalent	  of	  nearly	  3.5	  million	  car	  
trips”	  (Ibid.,	  p.	  2).	  16	  
	  

                                                
15	  For	  additional	  photographs	  of	  visual	  impacts	  of	  drilling	  in	  Bradford	  County,	  PA	  and	  other	  
locations,	  see	  Appendix	  D.	  	  
16	  There	  are	  new	  technologies	  for	  recycling	  flowback	  water	  on-‐site	  during	  the	  drilling	  phase	  
that	  may	  help	  to	  eliminate	  a	  portion	  of	  truck	  traffic	  to	  and	  from	  the	  site;	  these	  technologies	  
are	  not	  yet	  standard	  in	  the	  industry,	  however,	  though	  they	  are	  becoming	  more	  common	  in	  
the	  northeast.	  
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Truck	  traffic	  is	  at	  its	  peak	  during	  the	  drilling	  and	  hydro-‐fracturing	  of	  wells,	  
operations	  that	  continue	  24-‐hours	  per	  day	  for	  up	  to	  2-‐3	  weeks.17	  By	  one	  count,	  a	  
vehicle	  arrived	  or	  departed	  an	  active	  drilling	  site	  in	  Bradford	  County	  every	  3-5	  
minutes	  (Upadhyay	  and	  Bu	  2010).	  A	  New	  York	  State	  Energy	  Research	  and	  
Development	  Authority	  report	  estimates	  that	  for	  a	  single	  well,	  between	  890	  and	  
1340	  18-‐wheeler	  truck	  trips	  are	  necessary,	  in	  addition	  to	  support	  vehicles,	  
equipment	  transportation,	  and	  automobile	  traffic	  (NTC	  2009).	  	  
	  
Overall,	  truck	  and	  vehicle	  traffic	  is	  the	  least	  localized	  of	  drillings	  immediate	  effects,	  
because	  the	  vehicles	  share	  the	  same	  infrastructure	  as	  citizens	  and	  visitors.	  Heavy	  
truck	  traffic	  associated	  with	  drilling	  will	  likely	  have	  multiple	  negative	  effects	  on	  the	  
STC	  region,	  and	  significantly	  degrade	  the	  tourism	  visitor	  experience.	  These	  effects	  
will	  include:	  1)	  heavier	  road	  traffic,	  on	  highways,	  secondary	  roads,	  and	  city	  streets;	  
2)	  increased	  air	  pollution;	  3)	  increased	  noise	  pollution;	  4)	  increased	  traffic	  accidents	  
and	  safety	  risks;	  and	  5)	  damage	  to	  roads,	  especially	  secondary	  roads	  (see	  Randall	  
2010).	  	  
	  

	  
Figure	  4:	  Increased	  traffic	  congestion	  in	  Bradford	  County,	  PA	  due	  to	  Marcellus	  
drilling.	  Source:	  Source:	  www.marcellus-shale.us	  
	  

                                                
17	  This	  is	  for	  a	  single	  well;	  while	  multiple	  wells	  might	  be	  drilled	  per	  well	  pad,	  only	  a	  single	  
well	  is	  drilled	  and	  fracked	  at	  a	  time.	  	  
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Figure	  5:	  Before	  and	  after	  photos	  of	  SR	  3020	  in	  Bradford	  County,	  PA,	  due	  to	  heavy	  
truck	  traffic	  during	  the	  dynamic	  spring	  thaw.	  Source:	  PA	  DOT.	  	  
	  
Hunting,	  Fishing	  and	  Outdoor	  Recreation	  
	  
Hunting,	  fishing,	  and	  other	  outdoor	  recreation	  contributes	  more	  than	  $6	  billion	  to	  
the	  New	  York	  economy	  annually,	  and	  are	  important	  components	  of	  the	  tourism	  
economy	  in	  the	  STC	  region.	  Outdoor	  recreation	  and	  sporting	  amenities	  are	  also	  
valuable	  assets	  for	  STC	  residents,	  improving	  the	  quality	  of	  life	  for	  families	  and	  
communities.18	  Without	  proper	  planning,	  widespread	  drilling	  in	  the	  Marcellus	  Shale	  
will	  likely	  have	  numerous	  negative	  impacts	  on	  waterways,	  forests	  and	  open	  space,	  
and	  as	  a	  result,	  on	  hunting,	  fishing	  and	  other	  outdoor	  activities,	  as	  well	  as	  on	  the	  
businesses	  that	  support	  them.	  	  
	  
Gas	  drilling	  introduces	  significant	  human	  activity	  to	  rural	  land,	  from	  new	  roads	  and	  
truck	  traffic	  to	  noise	  and	  pollution.	  As	  a	  result,	  native	  habitats	  and	  ecosystems	  may	  
be	  disturbed,	  possibly	  for	  years	  after	  the	  end	  of	  drilling	  activities.	  In	  Sublette	  County	  
Wyoming,	  for	  example,	  drilling	  activity	  in	  the	  Jonah	  Field	  and	  the	  Pinedale	  Anticline	  
has	  disrupted	  the	  migratory	  patterns	  of	  antelope,	  mule	  deer	  and	  other	  indigenous	  
species,	  with	  herds	  down	  as	  much	  as	  50%	  in	  the	  past	  decade	  (Albert	  2011).	  As	  a	  
result,	  non-‐resident	  licenses	  for	  mule	  deer	  have	  fallen	  from	  1,400	  to	  800.	  Gary	  
Amerine,	  owner	  of	  Greys	  River	  Trophies	  in	  Daniel,	  Wyoming,	  says	  that	  non-‐resident	  
hunters	  are	  going	  other	  places,	  because	  of	  the	  diminished	  opportunities.	  Sportsmen	  
for	  Responsible	  Energy	  Development	  document	  similar	  stories	  from	  across	  the	  
western	  states,	  where	  natural	  gas	  development	  has	  been	  in	  full	  swing	  for	  close	  to	  a	  
decade	  (SRED	  2009).	  	  
	  

                                                
18	  For	  a	  map	  of	  state	  parks,	  historic	  sites,	  waterways,	  and	  other	  outdoor	  and	  recreation	  
facilities,	  see	  Appendix	  C.	  
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Drilling	  activity	  also	  threatens	  fishing	  and	  other	  stream,	  lake,	  and	  water	  recreation.	  
Chief	  among	  the	  concerns	  is	  water	  pollution	  due	  to	  spills,	  accidents,	  and	  runoff	  
during	  the	  fracking	  process.	  Accidents	  in	  Pennsylvania	  have	  already	  caused	  limited	  
fish	  kills	  and	  waterway	  contamination;	  for	  example,	  more	  than	  8,000	  gallons	  of	  
drilling	  fluid	  were	  spilled	  near	  Dimock,	  PA	  in	  2009,	  leading	  to	  water	  contamination	  
and	  a	  fish	  kill	  in	  nearby	  creeks	  (see	  Lustgarten,	  2009).	  In	  2011,	  a	  well	  blowout	  in	  
Bradford	  County,	  PA	  led	  to	  several	  thousand	  gallons	  of	  drilling	  fluids	  to	  flow	  onto	  
nearby	  farmland	  and	  streams	  and	  prompted	  the	  evacuation	  of	  eight	  families	  from	  
the	  area	  (Legere	  2011).	  Even	  if	  spills	  and	  accidents	  are	  minimized,	  clearing	  
thousands	  of	  well	  pads	  will	  affect	  runoff	  patterns,	  which	  may	  disrupt	  fish	  and	  
aquatic	  habitats.	  Another	  concern	  is	  the	  extraction	  of	  fresh	  water	  needed	  for	  
drilling.	  In	  many	  rural	  areas,	  the	  only	  available	  water	  sources	  are	  streams,	  creeks,	  
and	  lakes,	  and	  conservationists	  worry	  that	  too	  much	  extraction	  will	  endanger	  
waterways	  and	  fish	  populations	  (for	  example,	  see	  Licata	  2009).	  	  
	  
Widespread	  gas	  drilling	  will	  likely	  have	  a	  negative	  impact	  on	  outdoor	  amenities	  
generally.	  The	  National	  Park	  Service	  (NPS)	  warned	  in	  a	  recent	  report	  that	  shale-‐gas	  
development	  and	  its	  attendant	  industrial	  activity	  may	  degrade	  visitor	  experience	  by	  
negatively	  impacting	  air,	  water,	  and	  sound	  quality,	  affect	  night	  sky	  resources,	  and	  
strain	  tourism	  infrastructure	  such	  as	  shopping,	  lodging,	  and	  eating	  establishments	  
(NPS	  2008).	  Such	  impacts	  could	  negatively	  affect	  visitor	  levels,	  especially	  if	  drilling	  
occurs	  near	  park	  boundaries	  or	  is	  allowed	  to	  occur	  inside	  of	  parks	  or	  state	  forests.19	  	  
	  
One	  critical	  variable	  in	  the	  level	  of	  impact	  of	  drilling	  on	  outdoor	  amenities	  in	  parks	  
or	  forests	  is	  whether	  the	  State	  of	  New	  York	  allows	  drilling	  within	  them.	  In	  
Pennsylvania,	  the	  state	  has	  only	  recently	  begun	  to	  allow	  drilling	  permits	  within	  
parks,	  which	  has	  sparked	  widespread	  controversy	  (e.g.	  Gilliland	  2011).	  While	  
proponents	  argue	  that	  gas	  resources	  under	  state-‐owned	  lands	  is	  a	  valuable	  
commodity	  and	  a	  boon	  to	  the	  economy,	  organizations	  like	  the	  Sierra	  Club	  worry	  that	  
drilling	  will	  damage	  or	  destroy	  some	  of	  state’s	  most	  valuable	  outdoor	  resources.	  
Similar	  debates	  are	  bound	  to	  take	  place	  in	  the	  STC	  counties,	  given	  the	  number	  of	  
parks	  and	  forests	  within	  the	  vicinity.20	  	  
	  
	  

                                                
19	  Many	  of	  the	  region’s	  recreational	  resources	  are	  contained	  in	  state	  parks,	  managed	  by	  the	  
Office	  of	  Parks,	  Recreation,	  and	  Historic	  Preservation,	  and	  state	  forests,	  managed	  by	  the	  
DEC.	  While	  drilling	  in	  state	  parks	  is	  less	  likely,	  drilling	  already	  occurs	  regularly	  in	  state	  
forests,	  which	  are	  also	  managed	  for	  other	  resources	  like	  timber	  and	  game	  (Hautaniemi	  
2011).	  	  
20	  Historically,	  New	  York	  State	  has	  allowed	  some	  gas	  drilling,	  storage,	  and	  infrastructure	  
within	  state	  parks;	  for	  example,	  Allegany	  State	  Park	  contains	  gas	  storage	  ponds,	  a	  portion	  of	  
a	  natural	  gas	  pipeline,	  and	  a	  compression	  station.	  The	  gas	  stored	  is	  used	  locally	  by	  the	  park	  
and	  industry	  as	  well	  as	  transported	  through	  the	  pipeline	  to	  customers	  in	  New	  York	  and	  
Pennsylvania.	  So,	  while	  gas	  development	  has	  taken	  place	  within	  parks,	  the	  caveat	  remains	  
that	  horizontal	  drilling	  and	  fracturing	  is	  a	  more	  industrial	  process	  than	  traditional	  drilling.	  
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Labor	  Supply	  
	  
While	  most	  drilling	  phase	  gas	  workers	  will	  be	  non-‐local,	  planners	  still	  worry	  about	  
the	  overall	  supply	  of	  labor	  in	  the	  STC	  region.	  Many	  of	  the	  tourism	  assets	  and	  
facilities	  in	  the	  region,	  including	  the	  burgeoning	  numbers	  of	  vineyards,	  the	  Watkins	  
Glen	  International,	  hotels/motels.	  Bed	  and	  Breakfasts,	  RV	  campgrounds,	  
restaurants,	  and	  other	  service-‐related	  businesses,	  already	  face	  a	  challenging	  labor	  
environment	  and	  struggle	  to	  fill	  lower-‐wage	  and	  temporary	  positions.	  	  Two	  key	  
concerns	  emerged	  when	  talking	  with	  economic	  development	  planners	  and	  business	  
owners.	  First,	  will	  the	  gas	  drilling	  labor	  market	  put	  additional	  strains	  on	  the	  labor	  
supply	  by	  offering	  better	  paying	  jobs	  than	  tourism	  related	  businesses	  can	  afford?	  
From	  an	  economic	  development	  perspective,	  better	  paying	  jobs	  are	  generally	  seen	  
as	  a	  plus.	  From	  a	  small	  business	  owner	  perspective,	  however,	  there	  is	  worry	  that	  
paying	  workers	  higher	  wages	  to	  compete	  with	  gas	  companies	  is	  not	  economically	  
feasible.	  Second,	  will	  the	  opening	  of	  additional	  hotels,	  restaurants,	  and	  other	  service	  
related	  businesses,	  to	  meet	  the	  demand	  of	  gas	  workers,	  be	  possible	  given	  the	  limited	  
labor	  supply	  in	  the	  region?	  	  
	  
Discussion	  &	  Recommendations	  
	  
The	  Cumulative	  Impacts	  of	  Drilling	  	  
	  
In	  order	  to	  gauge	  the	  true	  impact	  of	  gas	  drilling	  in	  the	  Marcellus	  Shale	  on	  tourism	  
and	  tourism	  development,	  we	  need	  to	  look	  at	  the	  cumulative	  impact	  of	  drilling	  
across	  the	  STC	  region.	  Individual	  gas	  wells	  and	  drilling	  activity,	  while	  disruptive	  at	  a	  
local	  scale,	  will	  likely	  have	  very	  little	  impact	  on	  the	  tourism	  sector.	  Cumulatively,	  
however,	  the	  regional	  industrialization	  associated	  with	  widespread	  drilling	  could	  do	  
substantial	  damage	  to	  the	  region’s	  “brand,”	  threatening	  the	  long-‐term	  growth	  of	  
tourism	  here.	  Increased	  truck	  traffic,	  automobile	  traffic,	  air	  pollution,	  noise	  
pollution,	  and	  industrial	  accidents,	  decreased	  availability	  of	  hotel/motel	  rooms,	  
campground	  spaces,	  and	  RV	  parking,	  negative	  visual	  impacts	  from	  multiple	  drilling	  
rigs	  in	  rural	  view-‐sheds,	  storage	  facilities,	  gravel	  pits,	  and	  compressor	  stations,	  
disruptions	  to	  wildlife	  and	  hunting	  grounds,	  fears	  over	  lake	  and	  stream	  pollution	  
and	  many	  other	  associated	  impacts	  of	  drilling	  will	  change	  the	  character	  of	  the	  region	  
from	  pristine	  and	  rural	  to	  gritty	  and	  industrial.	  If	  so,	  the	  region’s	  ability	  to	  attract	  
tourism	  may	  be	  damaged	  in	  the	  long-‐term,	  as	  the	  perception	  (and	  reality)	  of	  the	  
region	  as	  an	  industrial	  landscape	  may	  far	  outlast	  the	  employment	  and	  monetary	  
benefits	  of	  gas	  drilling.	  	  	  
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The	  Pace	  and	  Scale	  of	  Gas	  Drilling	  are	  Crucial	  
	  
The	  pace	  and	  scale	  of	  gas	  drilling	  will	  be	  a	  crucial	  determinant	  of	  the	  overall	  impact	  
on	  the	  tourism	  economy	  in	  the	  Southern	  Tier.21	  	  Nearly	  every	  negative	  impact	  of	  
drilling	  discussed	  here	  could	  be	  more	  or	  less	  disruptive	  depending	  on	  the	  pace	  and	  
scale	  of	  drilling;	  fewer	  permits	  per	  year	  means	  a	  lower	  volume	  of	  truck	  traffic	  on	  
primary	  and	  secondary	  roads,	  fewer	  visual	  impacts	  and	  less	  chance	  of	  multiple	  rigs	  
in	  view-‐sheds,	  an	  increased	  but	  not	  overwhelming	  demand	  on	  hotel	  rooms	  and	  
short-‐term	  accommodations,	  fewer	  pressures	  placed	  on	  the	  local	  labor	  supply	  (and	  
more	  time	  to	  train	  a	  local	  workforce	  to	  take	  advantage	  of	  drilling	  phase	  jobs),	  and	  so	  
on.	  	  	  
	  
There	  are	  natural	  determinants	  on	  how	  widespread	  drilling	  will	  be	  in	  a	  particular	  
county	  or	  town,	  mostly	  around	  the	  performance	  of	  wells	  in	  that	  area.	  The	  most	  
productive	  Marcellus	  wells	  tend	  to	  be	  in	  the	  “fairway,”	  the	  deepest	  and	  most	  highly	  
pressurized	  areas	  of	  the	  Shale	  and	  the	  most	  promising	  area	  for	  gas	  exploration	  (CCE	  
2009).	  	  In	  the	  STC	  region,	  Chemung	  and	  Steuben	  County	  will	  likely	  see	  more	  gas	  
drilling	  activity	  than	  Schuyler	  County,	  at	  least	  initially,	  because	  of	  their	  location	  
relative	  to	  the	  fairway.	  There	  are	  some	  industry-‐side	  constraints	  on	  pace	  and	  scale	  
as	  well,	  like	  the	  availability	  of	  drilling	  equipment	  and	  work	  crews.	  	  
	  
Despite	  similar	  natural	  and	  industry	  constraints,	  Pennsylvania	  is	  currently	  
experiencing	  the	  effects	  of	  rapid	  and	  widespread	  drilling	  activity.	  The	  landscape	  has	  
quickly	  shifted	  from	  rural	  and	  agricultural	  to	  industrial.	  	  In	  addition	  to	  these	  
physical	  changes,	  Bradford	  County,	  PA	  officials	  are	  also	  struggling	  to	  cope	  with	  an	  
increase	  in	  rents,	  30%	  more	  emergency	  calls,	  rising	  traffic,	  and	  busier	  courts	  and	  
jails	  due	  to	  increased	  drilling	  activity,	  all	  without	  an	  increase	  in	  associated	  funding	  
for	  services	  (Legere	  2010).	  	  
	  
The	  natural	  gas	  that	  lies	  beneath	  the	  STC	  region	  will	  remain	  there	  until	  drilling	  
occurs,	  and	  once	  it	  occurs,	  the	  region	  will	  have	  just	  one	  chance	  at	  maximizing	  the	  
long-‐term	  benefits	  of	  such	  a	  valuable	  natural	  resource	  (Christopherson	  2010).	  If	  
drilling	  is	  to	  occur,	  a	  slower	  and	  more	  deliberate	  approach	  seems	  to	  be	  the	  most	  
prudent	  path;	  from	  the	  perspective	  of	  tourism	  and	  tourism	  development,	  a	  
controlled	  pace	  of	  drilling	  should	  be	  far	  preferable	  to	  the	  pace	  and	  scale	  of	  activity	  in	  
places	  like	  Pennsylvania	  and	  Wyoming.	  	  
	  
Local	  Governments	  Have	  the	  Tools	  to	  Mitigate	  Some	  Drilling	  Impacts	  
	  
Municipal	  and	  County	  governments	  have	  many	  tools	  at	  their	  disposal	  to	  help	  
mitigate	  the	  impacts	  of	  gas	  development.	  Municipalities	  have	  the	  ability	  to	  regulate	  
many	  of	  the	  industrial	  developments	  associated	  with	  gas	  drilling,	  like	  drilling	  rigs,	  
                                                
21	  Pace	  refers	  to	  the	  time	  frame	  within	  which	  gas	  extraction	  takes	  place;	  scale	  refers	  to	  the	  
number	  of	  wells	  drilled	  in	  the	  region	  annually	  (Christopherson	  and	  Rightor,	  2011).	  



 21 

compressor	  stations,	  pipelines,	  water	  storage,	  gravel	  pits,	  equipment	  depots,	  water	  
extraction	  sites,	  and	  waste	  disposal	  areas.	  	  Regulations	  may	  be	  imposed	  through	  
comprehensive	  planning	  and	  zoning,	  or	  during	  the	  site	  planning	  process.	  These	  
regulations	  might	  address	  the	  location,	  size,	  appearance,	  or	  operation	  of	  gas	  related	  
infrastructure,	  buildings	  and	  sites,	  and	  should	  be	  developed	  and	  passed	  with	  the	  
intention	  of	  mitigating	  the	  impacts	  of	  gas	  development	  on	  tourism	  as	  well	  as	  other	  
economic	  sectors	  and	  the	  local	  environment.	  	  
	  
Municipalities	  approving	  large	  development	  plans	  related	  to	  industry,	  such	  as	  
hotels,	  motels,	  man-‐camps,	  and	  office	  buildings,	  should	  include	  conditions	  regarding	  
possible	  changes	  to	  design	  and	  use	  after	  drilling	  activity	  ends.	  Advanced	  planning	  
for	  local	  needs	  will	  help	  maximize	  the	  utility	  of	  these	  investments	  in	  capital	  and	  
infrastructure	  for	  the	  needs	  of	  local	  residents	  in	  the	  long-‐term.	  
	  
Municipal	  governments	  can	  also	  ensure	  that	  when	  gas	  leases	  are	  drawn	  up,	  drilling	  
companies	  are	  required	  to	  restore	  and	  make	  improvements	  to	  the	  well	  pad	  and	  
drilling	  site	  at	  the	  end	  of	  the	  lease.	  Site	  restoration	  can	  help	  ensure	  that	  the	  visual	  
impacts	  of	  drilling	  are	  minimized	  at	  the	  end	  of	  the	  drilling	  phase.	  	  
	  
With	  regards	  to	  the	  impacts	  on	  roads	  and	  traffic	  congestion,	  it	  is	  important	  that	  
governments	  conduct	  a	  comprehensive	  truck	  traffic	  impact	  study	  and	  document	  
baseline	  road	  conditions	  that	  would	  calculate	  the	  monetary	  value	  of	  remaining	  road	  
life.	  Governments	  should	  consider	  developing	  road	  use	  agreements	  (RUA)	  at	  the	  
time	  of	  permitting	  that	  would	  require	  operators	  to	  offset	  the	  predicted	  loss	  of	  life	  of	  
roadway	  infrastructure	  (for	  details,	  see	  Randall	  2010).	  Municipalities	  should	  also	  
consider	  developing	  systems	  for	  route	  management,	  including	  agreements	  on	  by-‐
pass	  routes	  that	  would	  serve	  the	  industry	  while	  relieving	  pressure	  on	  heavily	  
trafficked	  roads.	  	  
	  
Changes	  Are	  Needed	  in	  the	  Room	  Tax	  
	  
The	  permanent	  resident	  exclusion	  in	  the	  room	  tax	  laws	  of	  the	  STC	  counties	  is	  an	  
area	  where	  immediate	  action	  could	  be	  taken	  to	  protect	  the	  resources	  necessary	  for	  
tourism	  promotion	  and	  development.	  Even	  if	  tax	  revenues	  increase	  from	  gas	  drilling	  
business,	  they	  will	  likely	  not	  keep	  pace	  with	  overall	  occupancy	  levels,	  as	  is	  the	  case	  
in	  Bradford	  County,	  PA	  (see	  above).	  	  These	  additional	  revenues	  will	  be	  crucial	  
resources	  for	  tourism	  promoters	  as	  they	  struggle	  to	  counteract	  the	  negative	  impacts	  
of	  gas	  drilling.	  Counties	  should	  eliminate	  the	  permanent	  resident	  exclusion	  in	  room	  
tax	  laws,	  in	  order	  to	  capture	  all	  revenues	  associated	  with	  hotel	  and	  motel	  room	  
sales.	  
	  
Before	  counties	  make	  changes	  to	  their	  room	  tax	  laws,	  however,	  two	  points	  should	  
be	  considered.	  First,	  changing	  the	  law	  might	  negatively	  impact	  some	  businesses	  that	  
use	  the	  exclusion	  when	  housing	  short-‐term	  employees.	  For	  example,	  Corning	  
Incorporated	  houses	  their	  summer	  interns	  in	  local	  hotel	  rooms	  and	  benefits	  from	  
permanent	  resident	  status.	  It	  is	  worth	  explaining	  to	  them	  the	  greater	  community	  
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benefit	  to	  be	  gained	  from	  eliminating	  the	  exclusion.	  	  Second,	  changing	  the	  law	  will	  
likely	  negatively	  impact	  low-‐income	  individuals	  and	  households	  who	  rely	  on	  daily	  
or	  weekly	  hotel/motel	  rentals	  as	  their	  primary	  option	  for	  housing,	  as	  well	  as	  
protective	  housing	  agencies	  and	  emergency	  services	  organizations	  (e.g.	  the	  Red	  
Cross)	  that	  house	  displaced	  families	  in	  hotel	  and	  motel	  rooms.	  Appropriate	  
measures	  should	  be	  taken	  to	  ensure	  a	  supply	  of	  temporary	  housing	  for	  those	  
agencies	  and	  to	  protect	  vulnerable	  populations	  from	  sudden	  housing	  price	  
increases.	  
	  
Common	  Sense	  Measures	  Will	  Reduce	  the	  Visual	  Impacts	  of	  Drilling	  
	  
Some	  common-‐sense	  steps	  in	  site	  design	  and	  operations	  should	  be	  taken	  by	  the	  gas	  
companies	  to	  reduce	  the	  visual	  impacts	  of	  drilling	  activity.	  Drilling	  rigs,	  pads,	  
compressor	  stations,	  wellheads,	  retention	  ponds,	  and	  other	  drilling	  equipment	  can	  
be	  camouflaged	  or	  hidden	  from	  view.	  Compressor	  stations	  that	  have	  structures	  built	  
around	  them	  produce	  much	  less	  noise	  pollution.	  Equipment	  and	  buildings	  that	  are	  
painted	  in	  natural	  colors	  are	  much	  less	  visually	  intrusive	  than	  those	  that	  are	  not	  
(see	  figure	  3).	  Drilling	  pads	  and	  equipment	  can	  be	  hidden	  from	  view	  of	  the	  road	  
through	  the	  construction	  of	  earthen	  berms,	  which	  also	  protect	  against	  wastewater	  
spills	  and	  reduce	  overall	  levels	  of	  noise	  pollution.	  Well	  pads	  that	  are	  quickly	  and	  
carefully	  restored	  also	  take	  less	  of	  a	  visual	  toll.	  Many	  of	  these	  measures	  could	  be	  
included	  in	  regulations	  developed	  by	  local	  governments.	  	  	  	  	  
	  
Tourism	  Firms	  and	  Organizations	  Should	  be	  Proactive	  
	  
Tourism	  businesses	  and	  related	  organizations	  and	  agencies	  (e.g.	  Chambers	  of	  
Commerce)	  should	  take	  steps	  to	  mitigate	  the	  impacts	  of	  drilling	  and	  attendant	  
influxes	  of	  gas	  workers.	  Given	  that	  other	  gas	  drilling	  areas	  have	  seen	  a	  dramatic	  
decrease	  in	  the	  availability	  of	  hotel	  and	  motel	  rooms,	  businesses	  and	  agencies	  can	  
begin	  working	  to	  secure	  agreements	  with	  hotels	  and	  other	  lodging	  establishments	  
to	  reserve	  a	  percentage	  of	  rooms	  for	  non-‐gas	  related	  customers	  during	  annual	  
festivals	  and	  other	  large	  tourism	  events,	  when	  demand	  reaches	  its	  peak.	  If	  gas	  
drilling	  in	  the	  STC	  region	  does	  proceed,	  the	  tourism	  sector	  will	  have	  the	  opportunity	  
to	  access	  new	  markets.	  	  Tourism	  development	  strategies	  that	  successfully	  target	  gas	  
workers	  and	  their	  families	  will	  capture	  and	  keep	  local	  some	  of	  the	  gas	  revenues	  that	  
otherwise	  would	  leave	  the	  region,	  and	  might	  help	  to	  alleviate	  some	  of	  the	  insider-‐
outsider	  tensions	  that	  are	  prevalent	  in	  other	  gas	  producing	  regions.	  	  
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Appendix	  A:	  	  Information	  on	  Qualitative	  Interviews	  
	  
In	  addition	  to	  the	  economic,	  spatial,	  and	  comparative	  research	  referenced	  in	  the	  
above	  report,	  I	  consulted	  with	  the	  following	  individuals	  and	  organizations	  who	  were	  
generous	  with	  their	  time	  and	  expertise	  related	  to	  tourism	  and/or	  gas	  drilling:	  
	  

• Marcia	  Weber,	  Executive	  Director	  of	  	  Southern	  Tier	  Central	  Regional	  
Planning	  and	  Development	  Board	  

• Susan	  Christopherson,	  Professor	  of	  City	  and	  Regional	  Planning	  at	  Cornell	  
University	  

• Christian	  Harris,	  Labor	  Market	  Analyst	  at	  the	  New	  York	  State	  Department	  of	  
Labor	  

• Jeffrey	  Jacquet,	  PhD	  candidate	  in	  the	  Department	  of	  Natural	  Resources	  at	  
Cornell	  University	  

• George	  Frantz,	  Principal	  at	  George	  R.	  Frantz	  &	  Associates	  
• C.J.	  Randall,	  Cornell	  University	  
• Tom	  Knipe,	  Cornell	  University	  
• Peggy	  Coleman,	  President	  of	  the	  Steuben	  County	  Conference	  &	  Visitors	  

Bureau	  
• Fred	  Bonn,	  Director	  of	  the	  Ithaca	  /	  Tompkins	  County	  Convention	  &	  Visitors	  

Bureau	  
• Andrew	  Zepp,	  Executive	  Director	  of	  the	  Finger	  Lakes	  Land	  Trust	  
• Danielle	  Hautaniemi,	  Director	  of	  Planning	  &	  Community	  Development	  for	  

Cornell	  Cooperative	  Extension,	  Schuyler	  County	  
• Meghan	  Thoreau	  Jacquet,	  Planner	  at	  Southern	  Tier	  Central	  Regional	  Planning	  

and	  Development	  Board	  	  	  	  	  	  	  
	  
I	  also	  spoke	  with	  several	  small	  business	  owners	  in	  Bradford	  County,	  PA,	  all	  of	  whom	  
wished	  to	  remain	  anonymous	  in	  the	  findings	  of	  this	  report.	  I	  thank	  them	  for	  their	  
participation.	  	  
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Appendix	  B:	  	  Employment	  in	  the	  Gas	  Drilling	  Industry	  
	  
The	  vast	  majority	  of	  the	  employment	  generated	  by	  natural	  extraction	  is	  
concentrated	  in	  the	  “drilling	  phase,”	  a	  labor	  intensive	  period	  where	  well	  pads	  are	  
cleared,	  drilled,	  fracked,	  and	  restored,	  and	  gas	  pipelines	  are	  laid.	  	  A	  recent	  study	  of	  
drilling	  in	  Pennsylvania,	  for	  example,	  found	  that	  the	  drilling	  phase	  accounted	  for	  
98%	  of	  the	  gas	  industry	  workforce	  (MSETC	  2009,	  MSETC	  2010).	  Depending	  on	  the	  
overall	  pace	  and	  scale	  of	  drilling	  and	  the	  production	  performance	  of	  wells,	  the	  
“drilling	  phase”	  will	  likely	  last	  10-‐15	  years.	  Because	  job	  growth	  is	  so	  concentrated	  in	  
this	  relatively	  short	  drilling	  phase,	  and	  because	  drilling	  activity	  can	  quickly	  increase	  
and	  decline	  in	  a	  given	  area,	  natural	  gas	  development	  can	  conform	  to	  a	  pattern	  of	  
boom	  and	  bust	  observed	  in	  other	  types	  of	  natural	  resource	  development	  activities	  
(Jacquet	  2009,	  Christopherson	  2010).	  	  	  	  	  
	  
	  As	  compared	  to	  local	  tourism	  employment,	  job	  growth	  from	  drilling	  in	  the	  STC	  
region	  will	  likely	  benefit	  mostly	  non-‐local	  workers.	  	  During	  the	  drilling	  phase,	  many	  
of	  the	  1150	  full	  time	  equivalent	  (FTE)	  local	  positions	  created	  per	  100	  wells	  will	  go	  
to	  drilling	  crews	  coming	  from	  outside	  the	  region	  (Jacquet	  2006,	  2011).	  In	  
Pennsylvania,	  for	  example,	  the	  Marcellus	  shale	  industry	  has	  relied	  heavily	  on	  “out-‐
of-‐town”	  workforces	  to	  meet	  their	  needs	  (Jacquet	  2011).	  While	  “production	  phase”	  
jobs	  tend	  to	  be	  longer	  term,	  locally	  hired,	  and	  well	  paid,	  they	  represent	  only	  a	  small	  
portion	  of	  the	  overall	  natural	  gas	  workforce.	  	  
	  
Not	  surprisingly,	  across	  the	  United	  States,	  job	  growth	  from	  gas	  extraction	  is	  
concentrated	  in	  states	  where	  energy	  companies	  are	  headquartered,	  as	  engineers,	  
lawyers,	  corporate	  managers,	  and	  consultants	  tend	  to	  cluster	  in	  those	  cities	  and	  
states	  (see	  figure	  2).	  	  
	  

	  
Figure	  2:	  Location	  of	  Job	  Growth	  in	  Natural	  Gas	  Industry	  2006-2008	  
Source:	  IHS	  Global	  Insight	  (2009)
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Appendix	  D:	  Visual	  Impact	  Images22	  
	  

Water	  impoundment	  site	  

	  

	  
Nighttime	  “open	  flaring”	  of	  a	  gas	  well	  
                                                
22	  All	  images	  are	  from	  Bradford	  County,	  Pennsylvania	  and	  are	  courtesy	  of	  George	  Frantz,	  
Sarita	  Rose	  Upadhyay	  and	  Min	  Bu	  (2010).	  	  
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Water	  Withdrawal	  Site	  

	  

	  

Gas	  Compressor	  Station	  
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Well	  pads	  and	  brine	  pits	  
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Well	  pad	  from	  scenic	  overview	  in	  PA	  

	  

	  

Natural	  Gas	  Pipeline	  
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Pipeline	  Construction	  (photo	  Carol	  Chock)	  

	  

Well	  Pad	  Preparation	  (photo	  Carol	  Chock)
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Distance 1.0 miles 
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Distance:	  1,500	  feet	  

	  

	  

Distance:	  1,000	  feet	  
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Summary  
Thousands of short and long-term jobs will be created as natural gas drilling and 

hydrofracturing takes place in the Marcellus Shale, presenting both employment opportunities 

and workforce development challenges. These jobs – found primarily on crews needed during 

the drilling and completion process – are not for everyone and require a diverse skill set and a 

rigorous work ethic. In Pennsylvania, the industry has thus far relied on “out-of-town” workers 

to fill many of these hard-to-fill roles, but over time will replace a portion of these workers with 

local employees if they are available.  A similar pattern is likely to be repeated in New York if 

shale gas drilling is approved.   

The number of workers needed will depend greatly upon the pace and scale of drilling – which 

has proven highly unpredictable in other areas.  In general, local residents will find relatively 

fewer opportunities for accessible and stable employment in the short term, although 

opportunities may grow over time. 

Local workforce training programs can help to “filter in” local employees that are well-suited to 

the industry, provide them with a basic orientation to the skills required, and steer these 

workers towards gas industry occupations that are safe, well-paying, and will keep them in the 

region for the long term.  A concerted effort to match local workers with high quality jobs will 
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require investment in workforce education and training programs in community colleges, high 

schools, and other local educational institutions.  Extensive workforce training programs are 

underway in Pennsylvania, while some smaller initiatives are being investigated in New York 

State.   
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What is the issue? 

Fitting local workers with opportunities in the natural gas industry can be challenging as gas 

industry workforces are diverse, ranging greatly in the education or training required,  with 

little in the way of an established industry training curriculum.  While occupations can include 

advanced positions in engineering and geosciences, the majority of workers work in skilled 

trades, equipment operation, and general labor.  Equally important to workforce development 

is the wide variation in the location and duration of these occupations: many workers 

associated with developing the gas wells will only be needed in a particular area while the wells 

are being drilled, while others related to the long-term production of natural gas will stay at a 

particular locale for decades.   

Development of the Marcellus Shale – and the workforce it requires – is significantly more 

industrial in nature, labor intensive, and technologically advanced than the shallow natural gas 

drilling traditionally carried out in New York State and Pennsylvania.  
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What Kind of Jobs? 

Nearly all jobs in the natural gas industry earn among the highest wages of any industrial 

sector, with a mean hourly wage of $34 per hour, typically excellent benefits (USBLS 2010), and 

dramatically increasing wages among highly skilled positions, including skilled trades such as 

specialized welding or crane operation, and positions in advanced fields such as engineering 

and geosciences.  Non-experienced roustabouts or construction helpers can start at wages close 

to $20 an hour, with many opportunities for overtime (Jacquet 2006).   

 

 

Figure 1:  This pie chart illustrates the composition of the over 400 occupations needed to drill a single 

well.  It illustrates that most of the workforce is not in salaried occupations requiring advanced training 

or a college degree. (MSETC/Jacquet 2010) 
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Drilling Phase Jobs vs. Production Phase Jobs  

It is perhaps more informative to organize the onsite natural gas extraction workforce into two 

groups: Drilling Phase Jobs and Production Phase Jobs.   

Clearing and constructing a natural gas well site, drilling and casing the well, performing the 

hydro-fracturing process, and constructing the associated pipeline infrastructure all considered 

part of the Drilling Phase, and a very labor-intensive process.  After this work is performed, 

however, the number of workers needed to keep producing gas for the remainder of the life of 

the well -- the Production Phase -- is much smaller.   

Drilling Phase Jobs.  A worker-by-worker tally of the Marcellus Shale industry in Pennsylvania 

found that the drilling phase accounted for over 98% of the natural gas industry workforce engaged at 

the drilling site (MSETC 2009; 2010).  

 

Figure 2:  This workforce projection from the Jonah natural gas field in Wyoming demonstrates that the 

workforce needed for the Drilling (or Development) Phase (red) is much larger than for the Production 

Phase (blue).  The dynamic is very similar in the Marcellus Shale.  In 2009, levels of drilling activity in 
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the Jonah Field collapsed, due in large part to the economic recession, showing the volatile nature of the 

drilling phase and the difficulty in making accurate projections (ERG 2008/Jacquet).  

The majority of these jobs include the “roughnecks” who work on drilling rigs, excavation 

crews, CDL (tractor-trailer) drivers, heavy equipment operators, hydro-fracturing equipment 

operators, and semi-skilled general laborers.  

Because most of the job opportunities occur during the drilling phase of operations, and 

because drilling activity in a given locale can quickly escalate or decline, natural gas 

employment conforms to a pattern of “Boom" and "Bust” found in other types of mining and 

natural resource development activity -- where the population base may expand rapidly over a 

number of years before shifts in commodity prices, energy company business strategies, or 

natural resource policies cause extraction activity to collapse, leading new residents and 

workers to leave the community (Jacquet 2009; Haefele and Morton 2009). 

Production Phase Jobs.  While comprising less than 5% of the total workforce, jobs associated 

with the Production Phase of operations (i.e. the employees of the energy company operator 

required to manage gas production from existing wells) -- will remain local and predictable.  A 

30-year production phase is the typical estimate, although the reality varies by well, location, 

and market conditions.  These production phase jobs will be required even if drilling ceases 

completely.  Occupations associated with the production phase tend to be less labor intensive, more 

location specific, less hazardous, and more specialized than development phase occupations, while still 

providing excellent wages and benefits.  During the production phase, a local company office 

typically monitors and maintains production on all existing wells in an area.  Many operators' 

well locations are clustered to the degree that one office location will service all wells for that 

company in the region.  Core jobs at these locations include well operators (or "well tenders"), 

instrumentation technicians, pipefitting and welding technicians, production engineers, and 

office staff.  Most of these occupations require either experience or vocational education that 

makes employees well suited for on-the-job training.  

The MSETC studies (detailed below) have found that approximately one worker is needed to 

monitor and maintain 6 wells under production.  If thousands of wells are drilled over time, 
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that eventually adds up to a significant number of long-term local jobs, although a much 

smaller number of jobs than are involved in the drilling phase, (MSETC 2010).  

Office Jobs 

A variety of administrative, accounting, public relations, and other business services are needed 

to support the companies performing drilling phase and production phase work, although in 

many cases these office-based occupations are found in regional or corporate headquarters, and 

are not hired in local communities where the drilling takes place.  These "white-collar" office 

jobs in the gas industry tend to be more stable geographically than work that must be 

performed at a drilling location.  Here, the Southwest region of Pennsylvania has an advantage 

over other Marcellus regions: many of the large natural gas companies have located their 

regional corporate offices in the greater Pittsburgh area, providing local Pittsburgh workers 

with opportunities to fill white-collar jobs in these offices.  These regional offices constitute a 

“sub-hub”, while the main center of long-term, highly paid employment in the industry 

remains concentrated at company headquarters located elsewhere, primarily in Texas.  

The Predictions: How Many Jobs? 

As with many other natural resource-based industries, predicting the future of natural gas 

drilling activity can be difficult.  Commodity prices, technology changes, the discovery of new 

plays, and other factors can suddenly change the intensity, scope, and location of development.  

It can quickly become advantageous for an energy company to pull gas drilling operations out 

of one area, move them to another part of the state, country or the world, or put them on 

indefinite hold.  It is likely that natural gas drilling in the Northeast United States will continue 

for many years; however, where, and when, and how fast, is much harder to predict (Berman 

2010). 

NYDEC's Development Scenario 

In their Draft Supplemental Generic Environmental Impact Statement (DSGEIS), the New York 

State Department of Environmental Conservation (NYDEC) estimated that a maximum level of 

natural gas development is likely to be 500 wells per year (NYDEC 2009).  NYDEC does not 
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describe how they arrived at that figure, and in only three Pennsylvania counties just south of 

the New York border (Tioga, Bradford, and Susquehanna counties), energy companies drilled 

909 wells in the year 2010 (PADEP 2011). 

 

New York is home not only to the Marcellus Shale, which is likely to be most productive in the 

central Southern Tier region, but also to the Utica and other gas-bearing shales, which are 

thought to have a high potential for future development throughout most of Upstate New York. 

 

The Considine Studies of Direct, Indirect, and Induced Employment 

In the past two years, a series of studies on the economic impact of Marcellus Shale 

development have been commissioned by industry groups and performed by economist Tim 

Considine, in concert with other author-collaborators.  Two of these studies (Considine et al 

2009, and Considine, Watson, and Blumsack 2010) focus on Pennsylvania, but the third 

(Considine 2010) includes impacts on New York and West Virginia as well.  

In their Pennsylvania analysis, Considine, Watson, and Blumsack (2010) found that 710 

Marcellus Shale wells were drilled in Pennsylvania in 2009, and upon performing an input-

output analysis using Impact Analysis for Planning (IMPLAN) data of the economic impact of 

this level of activity, they estimated that some 21,778 direct jobs would be created across all 

sectors, of which 2,878 would be created in the Mining Sector and 4,989 in the Construction 

Sector -- two industries most likely to comprise occupations related to the drilling of a natural 

gas well and associated activities.  

In his New York analysis, Considine (2010) assumes that 314 wells will be drilled per year in 

New York State by 2015, which will generate 1,232 direct jobs in the Mining Sector and 2,154 

direct jobs in the Construction Sector, two industrial classifications most likely to comprise the 

natural gas industry activity.  He estimates an additional 4,810 jobs direct jobs will be created in 

all other sectors in New York, for a total of 8,196 direct jobs.  And he estimates a further 7,532 

indirect and induced jobs will result throughout all sectors.   
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The IMPLAN-based input-output model utilized by Considine assumes that most of the 

industrial, royalty, and wage spending that leads to job creation will occur in the area where the 

drilling takes place.  This assumption may inflate the amount of job creation that is estimated in 

the model (Kay 20101

 

).    In addition, the model assumes most of the jobs created will be “local” 

in nature.   Therefore, it is unclear whether the economic model used in this study has 

accounted for the transient nature of much of the workforce, or the white-collar work 

performed at company headquarters located in other parts of the United States.  

The Broome County Study 

In 2009, the Broome County legislature commissioned an economic impact study from two 

Texas economists (Weinstein and Clower, 2010) that utilized an IMPLAN-based input-output 

analysis to predict the economic impact from shale gas development in Broome County, NY.  

The study assumed two different development scenarios: 2,000 wells are drilled in the county 

over a 10 year period (or approximately 200 wells per year), and 4,000 wells over ten years (or 

400 wells per year).  The study found that, under these two scenarios, total direct, indirect, and 

induced employment could be expected to reach 8,136 and 16,272 "worker person years" 

respectively -- the equivalent of 813 and 1,627 Full Time Equivalent jobs over the 10 year period, 

a number much smaller than in the Considine studies.  This lower number reflects Weinstein 

and Clower’s stated assumption that most of the employment creation would “leak” from 

Broome County (that is, occur outside the county), likely from a combination of out-of-town 

workers performing work locally and jobs that are created and performed elsewhere.  

 

As the range in estimates indicate, it is impossible to accurately predict either the pace and scale 

of drilling or the number of local jobs that will be created. While the number of jobs created is 

significant - regardless of the methodology used - workforce development in the natural gas 

industry faces greater uncertainty than in many other industries.  

                                                           
1 As part of this Policy Brief Series, David Kay, an economist at Cornell University, has provided a 
critique of the assumptions used in these economic models. 
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The MSETC Assessment of Direct Jobs   

The Penn College of Technology’s Marcellus Shale Education and Training Center (MSETC) has 

performed a number of regional workforce needs assessments focused on the Marcellus shale 

gas industry in Pennsylvania.  Recognizing the complexity of the industry's drilling and 

production workforce, their method was to interview industry officials and contractors and 

observe operations to “hand-count” the occupations and number of direct workers needed to 

construct, drill, and complete a single well and move it into production.  Their study found 

approximately 250 different occupations comprised of over 400 different individuals are 

required to drill a Marcellus Shale well.  However, the vast majority of these individuals and 

occupations are required for only a few hours or days for each well.  The number of Full Time 

Equivalent (FTE) workers (an FTE is equal to one worker working full time for a year) for these 

410 individuals was about 13 FTE to complete a well (MSETC 2009; 2010).   

Using the “maximum” amount of development predicted by the NYDEC -- 500 wells drilled in 

New York State per year -- this would result in the equivalent of approximately 6,500 full time 

jobs needed while drilling activity is occurring.  It is important to note that these jobs are 

required only while wells are being drilled; once drilling activity stops, these jobs are no longer 

needed locally.  Many times, drilling activity may pause, or move to another area of the play, or 

move to another part of the continent, forcing drilling crew workers to follow the work to a new 

location or find a new source of employment.  

The MSETC study also found that for each well drilled the equivalent of 0.18 jobs are created to 

help maintain gas production for the life of the well.  These jobs would be locally required for as 

long as the well is producing gas, a time frame that is often estimated at between 20 to 30 years, 

but which will vary from well to well.  Since this much smaller portion of the workforce is 

required locally for the entire length of production, they do compound over time with each and 

every well drilled.  For example, if 500 wells are drilled per year, 90 Production Phase jobs 

would be needed for a 20-30 year period; after 5 years of drilling, 450 jobs would be required for 

that amount of time; and so on.  Over time, depending on the number of wells ultimately drilled 
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in the region, jobs associated with the Production Phase can become significant source of “long-

term” employment.   

 

A Complex and Quickly Changing Workforce 

   
Even if the total amount development activity is well understood, due to the varying work 

locations, residencies, work schedules, contractors, subcontractors, and development intensities, 

natural gas workforces are difficult to estimate.  

A Complex Workforce  

Development of the Marcellus Shale – and the workforce it requires – is significantly more 

industrial in nature, labor intensive, and technologically advanced than the shallow natural gas 

drilling traditionally carried out in New York State and Pennsylvania.  

Consequently, the energy companies and contractors that perform drilling tasks are typically 

not local operations, but rather are national or international in scale and scope, and utilize 

personnel from around the country and around the world to perform these processes.   

Further, the industry extensively depends on a wide array of subcontractors, each specializing 

in a few of the many complex tasks required, leaving the large energy firms that own the leases 

and the wells (typically called “operators”) to perform the role of a general contractor during 

the drilling process.  For example, the operator may contract out the services of an excavator, a 

drilling company, a hydro-fracturing company, and a well completion company, and in turn, 

each of these companies contracts out tasks such as logging, gravel, drilling supplies and 

services, environmental compliance, water hauling, cementing, etc.  



CITY AND REGIONAL PLANNING 
Cornell University · 106 West Sibley Hall · Ithaca, New York 14853 
Tel: (607) 255-4331 · Fax: (607) 255-1971 · www.crp.cornell.edu  Page 11 

 

Figure 3:  An example of the main contractors and subcontractors of the natural gas operator.  

The complicated chain of contractors and subcontractors upon which the gas industry relies 

means that, unlike many other types of mining operations, relatively few people are actually 

employed “on the ground” by the large energy firms that own the natural gas well.  

This system creates a challenge, not only in accounting for a workforce that is spread across a 

wide array of industrial classifications and geographical areas, but also because it leaves hiring 

practices and training programs largely uncoordinated among the myriad contractors and 

subcontractors.  Many companies will provide on-the-job training to their workers – either in-

house or via private training firms – but the focus of training remains largely company specific 

and uncoordinated among other firms.  
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A Quickly Changing Workforce: Locations, Schedules, and Worker Residency  

Since many natural gas industry contractors and subcontractors are accustomed to working at 

multiple and changing locations throughout North America or the world, and because skilled 

workers are often needed very quickly, it is commonplace within the natural gas industry to 

utilize non-local workforces.  Industry veterans will typically have worked in locations 

throughout the United States or the world.  For New York or Pennsylvania workers who 

become well trained in the gas industry, this means that they may eventually be forced to work 

elsewhere, but will likely retain strong job security if they are willing to do so.      

 

Figure 4:  Shale plays are emerging throughout the United States, and transferring natural gas 

workforces from play to play is commonplace and difficult to predict.  

Thus, the industry challenges the general definition of a “worksite”, as employees supporting 

natural gas development often work in multiple locations within a region, and can develop 

hundreds of different wells and infrastructure projects. Furthermore, industry employees will 

sometimes work 12-hour shifts for weeks at a time, and then receive several continuous weeks 

of leave while an entirely new crew of workers takes their place.  
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The gas industry consistently battles one of the highest employee turnover problems of any 

industrial sector (Mallozzi 2010).  Reliance on out-of-town workers can prevent local 

individuals from taking advantage of the high wages and benefits in gas drilling occupations, 

and the wages earned will leave the host community and be spent in the employee’s place of 

permanent residence.   Further, an influx of out-of-town workers can drive up costs to the 

community, as these workers require additional public and private community services.  

However, in general, as development moves forward, the workforce will become somewhat 

more local to a region.  Some employees will decide to fully relocate to the area.  Some 

companies will construct regional offices.  As employee turnover occurs, some employers will 

fill positions with locally-based workers if they are available.  In Western states, employment 

statistics have shown natural gas industry employment increasing in local areas despite 

declining natural gas activity, reflecting jobs that have become more “local” to the area over 

time (Headwaters Economics, forthcoming 2011). 

 

In the Marcellus Shale, the industry has thus far relied heavily on an “out-of-town” workforce 

that will tolerate these requirements and possesses prior experience from working in other 

natural gas development plays (WTAE 2010).  However, in the Southwest region of 

Pennsylvania, where shale gas development activity has been occurring since 2004, the 

transition towards local workers has been underway for some time.  Companies moving into 

that area of the Marcellus Shale initially brought an external workforce with them, but are in the 

process of replacing that workforce with local workers as opportunities arise.  Local 

construction and service firms that serviced shallow gas development in the region have 

transformed their businesses to take advantage of work in the Marcellus Shale, although out-of-

town workers still comprise a large but unknown portion of the total workforce (MSETC 2010; 

PSCE 2010).  

Benefits of a Building a Local Workforce 

Over time, however, in order to reduce their workforce costs, businesses within the industry 

will attempt to use local employees for many drilling phase positions and most of the 
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production phase positions, if they are available.  Local workforce training programs can serve 

to filter in local employees that are well suited to the industry, provide them with a basic 

orientation to the skills required, and steer these workers towards gas industry occupations that 

are safe, well-paying, and will keep them in the region for the long term. 

One of the largest factors that influences the total economic impact projected by IMPLAN-based 

input-output studies is the extent to which wages that are earned locally are spent locally.  Wages 

that are spent locally will flow through the local economy, providing economic stimulus to local 

businesses, in turn, creating more local jobs.  This implies that capturing as many jobs as 

possible for long-term residents will create additional jobs, as they build homes and buy goods 

and services in the region. 

However, the benefit from fostering a local workforce rather than an out-of-town workforce 

goes beyond the fact that more of their wages are spent locally.   Gas development activity can 

produce strains on local communities as they struggle to provide housing, services, and cultural 

integration for the hundreds or thousands of workers that may arrive in a drilling area (Jacquet 

2009). Providing workers that already have permanent housing, community ties, and are 

accustomed to local weather and culture can help to reduce this strain.   

Local workforces benefit the industry as well.  Reduced transportation costs are the most 

obvious, but as local workers are accustomed to the local area, they may lower rates of attrition, 

relocation costs, and commuting obstacles.  

Training Opportunities 

To foster local workforces, several post-secondary educational institutions across the United 

States have developed training programs or certifications to meet the demand of residents 

wishing to enter the gas industry.  While there is not yet a recognized curriculum standard for 

most of the drilling and production phase jobs in the  industry, the majority of these programs 

are one-to-two year programs offering an array of introductory classes in areas such as welding, 

electrical work, and instrumentation, with the content specifically tailored to gas industry 

applications in some cases.  An important component to these programs is typically a “Gas 
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Industry 101” class that introduces students to the culture, terminology, schedules, and working 

conditions involved in the drilling industry, and serves to screen out potential employees who 

find these types of work unappealing.  

Marcellus ShaleNet is a Pennsylvania-wide initiative to bring together Workforce Investment 

Boards (WIBs), their One Stop employment centers, training providers, and industry to build a 

Marcellus-wide, industry-recognized, uniform training and certification program by 

aggregating and augmenting existing curricula, and adopting best practices as identified” 

(WCCC 2010).  The initiative has been developed by a consortium of community and technical 

colleges, anchored by the Penn College of Technology in Williamsport and the Westmoreland 

County Community College in southwestern PA, but it also includes Broome County 

Community College in New York and community colleges in West Virginia.  The project was 

recently awarded a nearly $5 million grant from the U.S. Department of Labor (PCT 2010a). 

 

A challenge faced by the traditional workforce development agencies in Pennsylvania and 

elsewhere has been differentiating the majority of agency clients looking for traditional kinds of 

employment from those well-fitted to work in the gas industry.  Part of the ShaleNet grant 

involves implementing a “talent matching system” to identify well-suited individuals, and 

“when matches are not found, job seekers will be referred to appropriate training programs. 

[…] The initial focus will be on recruiting and training low-income and dislocated workers, as 

well as military veterans, for in-demand positions such as derrick operators; rotary drill and 

service unit operators; roustabouts; welding and brazing operators; and truck drivers. “ (PCT 

2010a) 

Penn College of Technology in Williamsport has created an industry fundamentals and 

orientation class called “FIT 4 Natural Gas”, as well as  natural gas-specific classes in welding, 

CDL,  and Safety to complement other industrial classes that are available (PCT 2010b).  Penn 

College plans to continue expansion of class offerings, including the use of onsite rig and 

wellhead equipment.  In roughly 2 years, Penn College has graduated about 250 students from 

these classes, and has reported competitive placement thus far (Brundage, 2011). Over 1,100 
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students have also graduated from additional safety training, instrument and equipment 

certifications, and other shorter-term natural gas classes offered at Penn College.  

Western Wyoming Community College located in Rock Springs, Wyoming is one example of a 

community college that provides a two-year certification in “Oil & Gas Technology” and 

“Natural Gas Compression” that is targeted toward long-term Production Phase employment in 

the oil and natural gas industry. The classes terminate in either an Associates Degree or one-

year certification, with a curriculum that includes electrical, instrumentation, computer 

information systems, and industrial safety courses among others, and four classes designed 

specifically for oil and gas production with internships and apprenticeship placement built into 

the coursework. The program has operated since 2007, graduating an average of 17 students per 

year. The constructed well pad facilities on campus allow students to experience the job site 

under actual conditions (WWCC 2010).   

 

 

 

 

 

 

 

 

 

 

In New York, initial steps are underway to provide natural gas focused classes at Broome 

County Community College (BCCC) and Corning Community Colleges (CCC).  BCCC was 

among the consortium of institutions to receive the ShaleNet grant from the Department of 

Labor, while Corning Community College is investigating possible credit and non-credit 

curriculum. 

Figure 5: Students perform gas well 
operator functions on training equipment 
located on the Western Wyoming 
Community College Campus in Rock 
Springs, Wyoming. 
(http://www.wwcc.wy.edu) 

 

http://www.wwcc.wy.edu/�
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Conclusion 

A small but significant portion of the jobs associated with natural gas drilling will be 

local, well paying, and long-term.  Significant investments will be needed in local education 

institutions to provide technical and trade programs to local workers interested in these types of 

jobs.  Examples of workforce training programs exist in other gas producing regions. They 

provide a basic orientation to the types of jobs available in natural gas drilling and production, 

the work conditions and equipment involved, and such rudimentary skills as safety practices, 

welding, and instrumentation.  Such an orientation positions local workers as ready and “pre-

fitted” for entry-level positions and on-the-job training provided by the gas industry.  
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Introduction
New York and Pennsylvania have a long history of natural 
gas extraction, including in the Marcellus Shale. Drilling is 
occurring currently in both states. Recent public concerns 
about shale gas drilling have revolved primarily around a 
specific technology -- high volume hydraulic fracturing 
(HVHF or “fracking”). Hydro-fracking uses millions of 
gallons of water infused with chemicals in a drilling process 
that fractures shale along bores drilled horizontally as well as 
vertically to extract gas from formations deep underground. 
The concerns with this technology have focused particularly 
on its potential effects on water supplies and quality. This 
is the central issue addressed in the Supplemental Generic 
Environmental Impact Statement (SGEIS) being developed 
by the New York State Department of Environmental 
Conservation. But the draft SGEIS, released in 2009, 
takes as a given that, while environmental considerations 
are important, exploitation of this new natural gas asset 
will produce significant economic benefits for New York’s 
economy, reduce natural gas costs to state residents 
and industries, and provide for long-term economic 
development. Media coverage of issues surrounding shale 
gas development has tended to reinforce this assumption.

Natural resource extraction industries typically play only 
a small role in state economies; their employment impact is 
tiny compared to industries such as retail or health services 
On the other hand, these industries have major impacts on 
the regions where production takes place. Shale gas drilling 
brings an economic “boom” to the regions that experience 
it. As drilling companies move into a community, local 
expenditures rise on everything from auto parts to pizza and 
beer. New jobs are created in hotels and retail. Landowners 
receive royalty payments and have extra spending money 
in their pockets. This increased economic activity is eagerly 
anticipated in many parts of Pennsylvania and New York, 
especially in light of the “great recession”. To fully assess 
the economic effects of shale gas drilling, however, policy 
makers and citizens need information on a wide range of 
questions: Who will get the jobs that are created? What 
about severance taxes? What are the costs of shale gas 
drilling to the public? How will the costs and benefits be 
distributed? How will other regional industries be affected? 
Where will the royalty money be spent? How long will the 
boom last, and what happens when it ends? 

During the past year, a group of researchers centered 
at Cornell University undertook research to try to answer 
some of these questions, examining both the short-term 
(economic impact) and long-term (economic development) 
consequences of shale gas drilling and production. Our 
specific goal was to go beyond the narrow models that 
have been used to predict the economic impact of shale gas 
drilling, and to look at three issues:

 1. How will the pace and scale of shale gas drilling affect 
the short-term and long-term economic consequences 
for counties in the Marcellus Shale gas play? What are 

the implications for job creation, in the short term and 
in the long term?

 2. What costs do communities face in conjunction 
with shale gas drilling? What are the likely to be the 
cumulative effects of shale gas drilling and production, 
not only from the drilling process itself, but also from 
the industrial infrastructure required to transport and 
store the gas and to service the wells? How will these 
costs be affected by the pace and scale of drilling? 

 3. What evidence is there to tell us about the longer-term 
consequences of developing an economy dependent on 
natural resource extraction, and particularly natural 
gas extraction? What will happen after the boom-bust 
cycle of drilling ends? How will other key industries be 
affected?

Our research focused on Pennsylvania, where Marcellus 
HVHF drilling has already begun, and on New York, which 
is considering how to regulate HVHF. Many states in 
the U.S. have shale gas plays where HVHF is being used, 
however, and we can learn from their experiences about 
what to expect, both in the short term and in the longer 
term. 

Because our goal was to answer complicated “how” and 
“why” questions, we used multiple methods including case 
studies, interviews, and descriptive statistics. Some of the 
data we gathered prompted us to ask, and enabled us to 
answer, questions about how the pace and scale of drilling 
could affect economic impacts. Overall, we wanted our 
research to inform the discussion of critical policy issues, 
and to provide citizens and policy makers with a framework 
for thinking about shale gas drilling and the questions it 
raises for long-term economic development in the Marcellus 
regions of Pennsylvania and New York.

This report presents executive summaries of the findings 
of research conducted in conjunction with the project from 
May 2010 to August 2011. (For a more in-depth picture on 
each topic, please download the complete working papers 
and policy briefs posted at http://www.greenchoices.cornell.
edu/development/marcellus/policy.cfm.) 

•	 Susan	Christopherson	and	Ned	Rightor	lay	out	the	factors	
that drive the boom-bust cycle characteristic of natural 
gas drilling, and their implications for the economic 
consequences of Marcellus shale gas extraction. 

•	 David	 Kay	 emphasizes	 why	 we	 need	 to	 pay	 attention	
to the assumptions that underpin the models that have 
been used to project jobs and taxes in Pennsylvania and 
New York. 

•	 Susan	Riha	 and	Brian	Rahm	 tackle	 the	water	 resource	
regulatory issues attending HVHF; their work makes the 
critical point that significant environmental dangers will 
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occur beyond the well site, and will have to be addressed 
both at the regional and at the state level. 

•	 Andy	Rumbach	looks	at	the	possible	“crowding	out”	of	
tourism in drilling regions, and how to ameliorate the 
impact of drilling to retain a diversified economy. 

•	 Jeffrey	Jacquet	explores	what	kind	of	public	efforts	will	
be needed to capture (short-term) drilling and (long-
term) gas production jobs for local citizens in the parts of 
New York and Pennsylvania where natural gas jobs may 
dominate the local economy. 

•	 Amanda	Wilson	 and	Lydia	Morken	 take	 a	 look	 at	 one	
important area where regulation and public resources 
are needed to meet the challenges of shale gas extraction: 
public health monitoring and services. 

•	 CJ	Randall	 examines	 another	 important	 area	 of	 public	
costs from drilling, that of damage to local roads. 

•	 And	 finally,	 Sara	 Lepori	 looks	 at	 how	 severance	 taxes	
in shale gas producing states have been used to pay for 
short-term public sector costs during the drilling boom, 
and protect long-term economic development prospects 
in drilling regions.

  Susan Christopherson, Ph.D
  Project Director
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The Boom-Bust Cycle of Shale Gas Extraction Economies
Susan Christopherson and Ned Rightor

their subcontractors in a shale play requires an analysis 
of the costs and delivery rates of well operations, margins 
of commercial profitability, and corporate financial and 
competitive relationships. 

For those living in the Marcellus Shale region, oil and 
gas industry assessments of the commercial viability of 
wells and how to best exploit the resource have important 
consequences. For example, in the Barnett and Haynesville 
shale plays, high initial production rates dropped off rapidly. 
What that means for shale gas dependent local economies is 
that the “bust” may come sooner than they expected, with 
adverse implications for tax revenues and jobs. Industry 
investment advisors are cautious about the long-term 
productivity of all U.S. natural gas plays.

But because the Marcellus Play is large and geologically 
complex, the play as a whole is likely to have natural gas 
drilling and production over an extended period of time. 
While individual counties and municipalities within the 
region experience short-term booms and busts, the region 
as a whole will be industrialized to support drilling activity, 
and the storage and transportation of natural gas, for 
years to come. Counties where drilling-related revenues 
were never realized or have ended may still be impacted 
by this regional industrialization: truck traffic, gas storage 
facilities, compressor plants, and pipelines. The cumulative 
effect of these seemingly contradictory impacts -- a series 
of localized short-term boom-bust cycles coupled with 
regional long-term industrialization of life and landscape 
-- needs to be taken into account when anticipating 
what shale gas extraction will do to communities, their 
revenues, and the regional labor market, as well as to the 
environment. Effective planning to moderate the speed at 
which extraction occurs, and a commitment to invest the 
short-term infusion of private and tax revenue in longer-
term economic development, may mitigate the effects of the 
boom-bust cycle.

Susan Christopherson is a Professor in the Department of City 
and Regional Planning at Cornell University. She is an Economic 
Geographer, who has led a series of policy research projects to develop, 
analyze or evaluate strategies for economic development and job 
creation in New York State. Ned Rightor is President of New 
Economy Dynamics LLC, a research and consulting firm focused on 
workforce development and economic development projects throughout 
the northeast. Their complete report is available for download at http://
greenchoices.cornell.edu/development/marcellus/policy.cfm.

The extraction of non-renewable natural resources such as 
natural gas is characterized by a “boom-bust” cycle, in which 
a rapid increase in economic activity is followed by a rapid 
decrease. The rapid increase occurs when drilling crews and 
other gas-related businesses move into a region to extract 
the resource. During this period, the local population grows 
and jobs in construction, retail and services increase, though 
because the natural gas extraction industry is capital rather 
than labor intensive, drilling activity itself will produce 
relatively few jobs for locals. Costs to communities also 
rise significantly, for everything from road maintenance 
and public safety to schools. When drilling ceases because 
the commercially recoverable resource is depleted, there 
is an economic “bust” -- population and jobs depart the 
region, and fewer people are left to support the boomtown 
infrastructure. 

In the case of high volume hydraulic fracturing for 
Marcellus shale gas, the pace and scale of drilling will 
determine the duration of the boom period in the cycle. 
And because the public costs are greater with more rapid 
boom-bust cycles, communities and states anticipating this 
kind of economic pattern need to understand what will 
influence the pace and scale of drilling. 

There are two ways to forecast the pace and scale of 
drilling in a shale gas play. The first is based on what is 
geologically and technologically possible: an analysis of 
total potential natural gas reserves and the capacity of 
existing or anticipated technologies. The other is based on 
business dynamics in the energy industry, and looks at what 
are the likely strategies of energy firms in response to their 
profit opportunities in particular shale plays and overall. 
An understanding of the choices made by operators and 
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The Economic Impact of Marcellus Shale Gas Drilling:
What Have We Learned? What are the Limitations?
David Kay

•	 Fourth:	 we	 review	 the	 long-term	 economic	 prospects	
for regions dependent on natural resource extraction 
industries. In particular, we consider the relevance of 
substantial research that points to the possibility of 
diminished long-term economic prospects for regions or 
communities that become overly dependent on natural 
resource extraction industries.

The amount of natural gas expected to be extracted 
and sold to consumers each year has the most influence 
on the results of all of the economic impact studies we 
review. In some studies, this quantity is a calculation based 
on drilling rates and sales actually observed in the recent 
past. In others, it is an assumption or projection into the 
future. However, even in more mature shale gas fields in 
southern and western states, only the early stages of a full 
development cycle have been observed. The Marcellus play 
is in the initial phase of exploration and production. Thus, 
assumptions or observations supporting the estimates of 
future drilling rates still involve significant uncertainty, are 
controversial, and deserve intense scrutiny. At this point, no 
single perspective can be said to have a lock on the ‘right’ 
estimate of the number of wells that will be drilled, the 
ultimate recovery rates of shale gas, or future gas prices.

The assumptions made about who has claims on the 
revenue streams generated by gas production are nearly 
as important as those about the rate of development of the 
play as a whole. Particularly critical for regional economic 
impact analyses are: 
 1. how drilling revenues will be split between people and 

businesses located inside the region versus outside the 
region; and 

 2. for money that does enter the region, the share that 
will go to landowners versus the share that will go to 
drilling related businesses. 

Current estimates of these proportions are not strongly 
supported and will, in any event, evolve over time. 

We conclude that existing evidence about the Marcellus 
shale gas operations is inadequate to make confident 
predictions about the numbers of jobs that will be created, 
business expansion, or revenue generation. 

Gas development is already directing new money into 
the Marcellus region, and the prospects for substantial 
short-term economic gain for some local businesses and 

For several years, the prospects for energy development 
from gas deposits in tight shale formations have riveted the 
attention of natural gas industry boosters and detractors 
across the US. In southern and western shale-rich states, 
the shift towards shale gas production is definitively 
underway, if yet in its early stages. In New York in the 
middle of 2011, unconventional shale gas drilling remains 
on hold as debates over the pros and cons of a nascent 
21st Century gas rush are fiercely engaged. In New York as 
well as in Pennsylvania, where shale gas drilling has only 
recently begun, the extensive Marcellus Shale formation is 
at the center of policy attention. Few natural resource issues 
have moved from obscurity to center stage in so dramatic a 
fashion and within such a short time frame.

Extractive natural resource development has frequently 
been described as transformative to regions that experience 
it. Many citizens believe that the future of New York’s 
economy, environment, character, and quality of life are at 
stake because of the geographic breadth of the Marcellus 
natural gas play and the anticipated scale and pace of 
its development. Environmental issues, especially those 
involving water, are currently being intensively scrutinized. 
However, in this brief we focus our attention on the economy. 
Our primary goal is to review the existing research into the 
likely economic implications of shale gas development, and 
to raise questions about what policy makers need to know. 

We highlight four key issues that have not been adequately 
addressed by existing economic impact models but which 
are critical to understanding the economic consequences of 
shale gas drilling.

•	 First:	we	examine	existing	input-output-based	studies	of	
the economic impacts of shale gas operations, focusing on 
those that have been referenced in New York State’s still 
evolving environmental impact assessment documents. 
Because these studies involve projections based on 
models, we look carefully at several central assumptions 
that affect model results.

•	 Second:	we	discuss	the	most	critical	factor	that	will	affect	
the regional and local economy – the uncertain pace, 
scale and geographic pattern of drilling operations, and 
the associated need to better understand oil and gas 
company decisions about where, when and how many 
wells to drill. 

•	 Third:	 we	 highlight	 the	 need	 to	 better	 understand	
the economic behavior of landowners who receive 
a significant fraction of gas company local spending 
through leasing bonuses and royalties.
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property owners are real. Many economic development 
opportunities will also arise. 

On the other hand, mixed economic results are also 
occurring even in the short run. The rising tide is not 
likely to lift all boats: there will be losing communities, and 
individuals who are displaced or left behind. Moreover, the 
experience of many economies based on extractive industries 
warns us that short-term gains frequently fail to translate 
into lasting, community-wide economic development. Most 
alarmingly, a growing body of credible research evidence in 
recent decades shows that resource dependent communities 
can and often do end up worse off than they would have 
been without exploiting their extractive reserves. When the 
economic waters recede, the flotsam left behind can look 
more like the aftermath of a flood than of a rising tide.

In the end, it seems clear that neither riches nor ruin are 
inevitable. The academic consensus is that the quality of 
policy and governance makes an important difference to the 
realization of an extractive industry’s long-term economic 
development potential. The prospects for positive economic 
impacts in the short run should not blind policy makers 
to the potential for long term harm to overall economic 
development, especially when responsible, proactive 
policies may reduce and even reverse that risk. 

David Kay is a staff economist and Senior Extension Associate 
with the Community and Regional Development Institute in the 
Department of Development Sociology at Cornell University. The 
complete report is available for download at http://greenchoices.cornell.
edu/development/marcellus/policy.cfm. 
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A Framework for Assessing Water Resource Impacts from Shale Gas Drilling
Susan Riha & Brian G. Rahm

importance and differing causes so that proper measures 
can be taken to avoid or mitigate negative consequences. 
Making a distinction between surface and subsurface 
impacts is also necessary to determine whether or not 
current and proposed regulations adequately address 
various gas extraction related activities, and who should 
have the responsibility for regulating those activities. 
Identifying clear roles for local, state and federal agencies 
may help avoid lapses in critical oversight. 

More specifically, we make the following suggestions 
with respect to public policy and shale gas regulation in 
New York State:

•	 A	 water	 withdrawal	 permitting	 system,	 with	 data	
collection and management functionality similar to that 
employed by the Susquehanna River Basin Commission, 
should be established state-wide. (NY State legislation on 
this issue is pending.)

•	 Use	of	private	industrial	treatment	facilities	(rather	than	
municipal facilities) for highly concentrated and complex 
waste waters such as flowback and produced water. 

•	 Stringent	on-site	containment	practices	to	address	water	
resource impacts associated with spills and leaks.

•	 A	 fast	 and	 transparent	 reporting	 system	 to	 ensure	 that	
unplanned events trigger effective responses from 
emergency and regulatory personnel.

•	 Testing	of	private	drinking	water	wells	pre	and	post	gas	
drilling to establish any link between drinking water 
quality and drilling related impacts.

•	 General	 Stormwater	 SPDES	 permit	 requirements	 and/
or other enforceable requirements for containment, 
monitoring, and compliance measures that take into 
account the unique phasing and layout of shale gas 
operations.

Unfortunately, gas extraction related events that have 
negative consequences for water resources will occur. New 
York has an opportunity to plan for mitigation of these 
impacts now. It also has an obligation to communicate to 
residents both the inherent risks of gas development and 
the allocation of responsibility for its regulation. Working 
together, industry and regulators can manage the range of 
possible negative impacts on water resources associated 
with shale gas drilling, and develop transparent monitoring 
and reporting systems that assure the public that shale gas 
drilling is occurring in a manner that protects our citizens. 

For more information, please visit the New York State Water 
Resources Institute online at http://wri.eas.cornell.edu/

Susan Riha is Director of the New York State Water Resources Institute 
at Cornell University. 
Brian G. Rahm is a postdoctoral research associate, also with the NYS 
Water Resources Institute. 
Illustration by Laura Buerkle

Recovering natural gas in the Marcellus Shale currently 
involves withdrawing large volumes of surface water, using 
large quantities of chemicals in close proximity to surface 
and ground water, disposing of waste water, and preventing 
gas and other formation fluids from entering potable 
groundwater during drilling and hydraulic fracturing. We 
present a framework for organizing and assessing these 
impacts on water resources that identifies (1) impacts that 
are certain, which can be planned for, as well as (2) impacts 
that are uncertain (accidents), which must be addressed 
through risk assessment, preventative practices, and 
reporting and monitoring structures. The Water Resources 
Institute framework can be used to help stakeholders better 
understand the wide range of events associated with shale 
gas drilling that will, or could potentially, impact water 
resources.

Distinguishing between certain and uncertain events is 
important from both a public policy and communications 
perspective: 

•	 Certain	 events	 (those	 that	 are	 planned,	 such	 as	 water	
withdrawal and waste disposal) can be managed and 
regulated to minimize or avoid impairments to surface 
and groundwater, and also to control and monitor the 
scale and pace of development. 

•	 Uncertain	 events	 (spills	 and	 leaks,	 contaminant	
migration) can be minimized by targeted regulation, 
encouragement of preventative management practices, 
establishment of timely and accurate reporting 
guidelines, and emergency response planning. 

Distinguishing between surface and subsurface impacts 
is also useful. Surface impacts, which encompass a wide 
range of activities occurring at various locations, are more 
common than subsurface impacts, and are likely to represent 
a more significant threat to environmental water resources. 
Subsurface impacts associated with failures in cementing, 
casing and pressure management have received significant 
public attention and scrutiny, but are likely to pose relatively 
few and site-specific threats to water resource quality as 
compared to surface impacts. 

Both surface and subsurface impacts warrant serious 
attention from all stakeholders. It is important for policy 
makers and regulators to understand their relative 
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Natural Gas Drilling in the Marcellus Shale: 
Potential Impacts on the Tourism Economy of the Southern Tier
Andrew Rumbach

$1,181 per household. Though the tourism sector creates a 
significant number of jobs in the STC region, it is likely that 
the value of gas drilling, measured simply by jobs created 
and wages generated, will exceed the value of tourism in 
the short term. It is also likely that many tourism related 
businesses, including hotels, restaurants, and shopping 
venues, would benefit from the influx of gas workers. These 
observations come with two major caveats, however. First, 
tourism brings many non-monetary benefits to the STC 
region and its communities. Second, whereas many tourism 
related businesses are locally owned and operated and are 
thus part of a long-term economic development trajectory 
for the region, the employment “boom” in gas drilling will 
be relatively short-term and non-local.

One of the central questions confronting the tourism 
industry is whether drilling will permanently damage the 
carefully developed “brand” of the region. Individual impacts 
are unlikely to have serious and long-term consequences, 
but without mitigation, cumulatively they could do 
substantial damage to the tourism sector. Examples of such 
impacts include strains on the available supply and pricing 
of hotel/motel rooms, shortfalls in the collection of room 
(occupancy) taxes, visual impacts (including wells, drilling 
pads, compressor stations, equipment depots, etc.), vastly 
increased truck and vehicle traffic, potential degradation of 
waterways, forests and open space, and strains on the labor 
supply that the tourism sector draws from. All told, the 
region’s ability to attract tourists could be damaged in the 
long-term if the perception of the region as an industrial 
landscape outlasts the employment and monetary benefits 
of gas drilling. 

The pace and scale of gas drilling will be a crucial 
determinant of the overall impact on the tourism economy 
in the Southern Tier. Nearly every negative impact of drilling 
listed above could be more or less disruptive depending on 
the pace and scale of drilling; fewer permits per year mean 
a lower volume of truck traffic on primary and secondary 
roads, fewer visual impacts and less chance of multiple rigs 
in view-sheds, an increased but not overwhelming demand 
on hotel rooms and short-term accommodations, fewer 
pressures placed on the local labor supply, and so on. 

Municipal and County governments have many 
tools at their disposal to help mitigate the impacts of gas 
development. Municipalities can regulate many of the 
industrial developments associated with gas drilling 
through comprehensive planning and zoning or during 

While much of the debate over gas drilling in the Marcellus 
Shale focuses on the potential environmental impacts, 
there is also concern that gas extraction will create a 
“boom-bust” economic development pattern seen in many 
resource rich regions and countries. Shale gas drilling in 
states like Wyoming, Texas, and Pennsylvania has had 
serious economic consequences for adjacent industries 
like agriculture and tourism because of the widespread 
industrial activity that accompanies drilling. This report 
examines the potential impacts of gas drilling on the tourism 
industry in the three-county region served by the New York 
Southern Tier Central Regional Planning and Development 
Board (STC).1 Tourism is an important and diverse sector 
of the economy of the Southern Tier, and understanding 
the potential impacts of gas drilling on the tourism industry 
is important for business owners, elected officials, and 
planners concerned with economic development in the 
region. This paper addresses three major questions: 1) What 
is the value of the tourism sector to the economy of the STC 
region? 2) In what ways might gas drilling in the Marcellus 
Shale impact the tourism economy, now and into the 
future? 3) If gas drilling could potentially harm the tourism 
sector, what policies or strategies might help to mitigate 
those negative impacts? It is based on published reports, 
news articles, and studies related to gas drilling, empirical 
data from federal and state agencies, and interviews with 
public officials, gas drilling experts, business owners and 
operators, civic organizations, advocacy groups, and other 
local stakeholders.

The STC region has a diverse range of tourism assets, both 
urban and rural in character. The tourism “brand” of the 
Southern Tier is very much intertwined with agriculture; 
rolling hills, scenic farmlands, rural vistas, and viticulture 
all contribute to drawing tourists . Supporting and growing 
the tourism sector is a key component of economic 
development strategies for the counties in the STC region 
over the next several decades. In 2008, visitors spent more 
than $239 million in the STC region across a diverse range 
of sectors. The tourism and travel sector accounted for 3,335 
direct jobs and nearly $66 million in labor income in the STC 
region that year. When indirect and induced employment 
is considered, the tourism sector was responsible for 4,691 
jobs and $113.5 million in labor income.2 In addition, the 
travel and tourism sector generated nearly $16 million 
in state taxes and $15 million in local taxes, for a total 
of almost $31 million in tax revenue -- a tax benefit of 
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the site planning process. These regulations might address 
the location, size, appearance, or operation of gas related 
infrastructure, buildings and sites, and should be developed 
and passed with the intention of mitigating the impacts of 
gas development on tourism and other adjacent industries. 
The full study makes additional recommendations that local 
and county governments take a proactive stance towards 
drilling and its attendant impacts by conducting truck traffic 
impact studies, making adjustments to the county room tax 
laws, and taking common-sense steps in site design and 
operations to reduce the visual impacts of drilling activities.
 
Prepared by Andrew Rumbach for the Southern Tier Central Regional 
Planning and Development Board, with support from the Appalachian 
Regional Commission. Andrew Rumbach is an Assistant Professor in 
the Department of Urban and Regional Planning at the University of 
Hawaii. The complete report is available for download at http://www.
stcplanning.org/index.asp?pageId=195.

1 STC serves Chemung, Schuyler, and Steuben Counties in upstate New York. 
2 Employment numbers for the tourism and travel industries exclude wine production and 
vineyards. Wine and wine tourism is an emerging industry in the STC region, however, and 
employment in the industry is largely driven by tourism dollars. According to the New York 
State Department of Labor, 18 firms in the STC region were classified as “wineries” in 2010 
and employed 275 people. An additional 8 firms were classified as “grape vineyards” and 
employed 63 people.
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Workforce Development Challenges in the Natural Gas Industry
Jeffrey Jacquet 

Summary 
Thousands of (mostly) short-term and (some) long-term 
jobs will be created as natural gas extraction takes place 
in the Marcellus Shale, presenting both employment 
opportunities and workforce development challenges.  
These jobs – found primarily on crews needed during the 
drilling and completion process – are not for everyone; 
they require a diverse skill set and a rigorous work ethic.  
In Pennsylvania, the industry has thus far relied on “out-
of-town” workers for many of these hard-to-fill roles, but 
over time will replace a portion of these workers with local 
employees -- if they are available.  A similar pattern is likely 
to be repeated in New York.  

Key Points
•	 Job	 creation	 is	 primarily	 dependent	 on	 the	 pace	 and	

scale of drilling, which has proven to be very difficult to 
predict. 

•	 A	study	by	Pennsylvania’s	Marcellus	Shale	Education	and	
Training Center (MSETC) found that about 98% of jobs 
are concerned with developing the gas well, and are not 
needed after the well has been drilled, while 2% of the 
jobs are concerned with the long-term production of 
gas.  If production lasts 20-30 years, and if many wells 
are drilled in a region, those production jobs can still 
amount to a sizeable workforce. 

•	 The	majority	 of	 jobs	 do	not	 require	 advanced	 skills	 or	
training, but they do require a basic orientation to the 
industry and its technologies and terminology, as well 
as experience with the work conditions and schedules 
required. 

•	 The	 industry	 is	 largely	 comprised	 of	 an	 array	 of	
independent contractors and subcontractors, and lacks a 
standardized training curriculum. 

Development of the Marcellus Shale will be significantly 
more industrial in nature, technologically advanced, 
and labor intensive than the shallow natural gas drilling 
traditionally carried out in New York State and Pennsylvania.  

Clearing and constructing a natural gas well site, 
drilling and casing the well, performing the hydro-
fracturing process, and constructing the associated pipeline 
infrastructure are all considered part of the Drilling Phase.  
These jobs include the “roughnecks” who work on drilling 
rigs, excavation crews, CDL (tractor-trailer) drivers, 
heavy equipment operators, hydro-fracturing equipment 
operators, and semi-skilled general laborers.  

After this work is performed, the number of workers 
needed to keep producing gas for the remainder of the 
life of the well -- the Production Phase -- is much smaller.  

MSETC found that approximately one worker is needed to 
monitor and maintain 6 wells under production.  However, 
occupations associated with the production phase tend to be 
less labor intensive, more location specific, less hazardous and 
more specialized than drilling phase occupations, while still 
providing excellent wages and benefits.  These include well 
operators (or “well tenders”), instrumentation technicians, 
pipefitting and welding technicians, production engineers, 
and office staff (although most office-based occupations are 
found in regional or corporate headquarters, and are not 
hired in the communities where drilling takes place).

While comprising less than 5% of the total workforce, jobs 
associated with the Production Phase will remain local and 
predictable, and these jobs will be required even if drilling 
ceases completely.  Most of these occupations require either 
experience or vocational education that makes employees 
well suited for on-the-job training. 

A Complex Workforce Training Opportunity
So, while a number of studies have projected impressive 
levels of job creation, the actual job picture will be much 
more complicated.  In general, local residents will find 
relatively fewer opportunities for accessible and stable 
employment in the short term, although opportunities may 
grow over time.  In Western states, employment statistics 
have shown natural gas industry employment increasing in 
local areas despite declining natural gas activity, reflecting 
jobs that have become more “local” to the area over time. 

The complicated chain of contractors and subcontractors 
upon which the gas industry relies leaves hiring practices 
and training programs largely uncoordinated.  Many 
companies will provide on-the-job training to their workers 
– either in- house or via private training firms – but the 
focus of training remains largely company specific.  There 
is not yet a recognized curriculum standard for either the 
drilling or production phase jobs in the industry.

If they are realistic about the prospects for drilling phase 
vs. production phase jobs, local workforce training programs 
can help to “filter in” local employees that are well-suited to 
the industry, provide them with a basic orientation to the 
skills required, and steer these workers towards gas industry 
occupations that are safe, well-paying, and will keep them 
in the region for the long term.  A concerted effort to 
match local workers with high quality jobs will first require 
significant investment in local educational institutions 
(community colleges, high schools, and other training 
programs) to provide workforce education, technical, and 
trade programs to local workers interested in these types of 
jobs.  Examples of such workforce training programs exist 
in other gas producing regions, including those underway 
in Pennsylvania, while some smaller initiatives are being 
investigated in New York State.
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The majority of programs are one to two years and offer 
an array of introductory classes in areas such as welding, 
electrical work and instrumentation, with the content 
specifically tailored to gas industry applications.  An 
important component to these programs is typically a “Gas 
Industry 101” class that introduces students to the culture, 
terminology and equipment in the drilling industry, and 
the schedules and working conditions involved, which 
serves to screen out potential employees who find these 
unappealing.  They provide a basic orientation to the types 
of jobs available in natural gas drilling and production, 
and such rudimentary skills as safety practices, welding, 
and instrumentation.  Such an orientation positions local 
workers as “pre-fitted” for entry-level positions and on-the-
job training provided by the gas industry.  

Jeffrey Jacquet is a natural resource sociologist, and has provided social 
and economic impact assessment of natural gas development since 2005.  
The complete report is available for download at http://greenchoices.
cornell.edu/development/marcellus/policy.cfm. 
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What Happens When Something Goes Wrong?
Dealing with public health issues that come with hydraulic fracturing
Amanda Wilson and Lydia Morken

on the ground” who first respond to and report those issues, 
or who provide care for secondary public health impacts. 
Jurisdiction over any HVHF-related environmental health 
issue will depend on the level of government at which a 
relevant regulation is in place (e.g. if a municipal regulation 
pertains, a municipal agency responds; if a State regulation 
pertains, a State agency responds), the language in the final 
SGEIS, the nature of the problem, or the level of threat it 
poses to health and safety. But at this point, most CHDs 
have not made provisions for potential environmental issues 
beyond water well complaints, nor for possible secondary 
health impacts.

What Do County Health Departments Tell Us?
We interviewed County–level officials that typically handle 
water well issues in seven Southern Tier counties: Broome, 
Chemung, Chenango, Sullivan, Tioga, Schuyler, and 
Tompkins.5 Counties differ in how they handle these issues; 
depending on the county, water well issues are investigated 
by an Environmental Health Division (EHD), a Watershed 
Protection Agency, a Water Resources Specialist, or a Code 
Enforcement Officer. We asked the responsible agency how 
their CHD anticipates handling complaints; whether they 
have the capacity and expertise to manage drilling-related 
health complaints; and whether protocols exist for handling 
various other public health impacts. 

What is the Issue?
As New York’s Department of Environmental Conservation 
(DEC) works towards the final Supplementary Generic 
Environmental Impact Statement (SGEIS) for high volume 
hydraulic fracturing (HVHF) of the Marcellus Shale, 
counties are anticipating the potential impacts gas drilling 
will bring. County Health Departments (CHDs) “represent 
the front line in responding to concerns about public health 
impacts and nuisance issues” and will be the primary 
responder and investigator of water well complaints.1 Will 
counties and their CHDs be able to fulfill this role once 
drilling begins? To answer that question, we surveyed 
CHDs in areas expected to experience drilling. We also 
spoke with current and former employees of the DEC, New 
York’s Department of Health (DOH), the New York State 
Association of County Health Officials (NYSACHO), and 
the Conference of Environmental Health Directors (CEHD) 
to get their perspectives on the issue.

What is the Role of County Health Departments?
CHDs perform a broad range of functions from lead 
poisoning prevention to restaurant inspections to private 
water well support. In the Preliminary Revised Draft 
SGEIS, DEC “proposes that county health departments 
retain responsibility for initial response to most water well 
complaints, referring them to the [DEC] when causes other 
than those related to drilling have been ruled out.”2 CHDs, 
the DEC, and the DOH are responsible for water well 
complaints (see Table 1), but exactly how the agencies will 
jointly investigate cases remains unclear.3

How CHDs are to respond to other HVHF-related public 
health complaints is also unclear. DMN indicates that: 
“Investigation of water well complaints … is the only role 
for CHD’s [sic] discussed in the GEIS and SGEIS.”4 While 
CHDs may or may not have regulatory jurisdiction over 
other environmental health issues, they are often the ”troops 

Abbreviations of Agencies Cited
DEC – NY Dept of Environmental Conservation
DMN – DEC’s Division of Mineral Resources
DOH – NY Dept of Health
CHD – County Health Dept
EHD – Environmental Health Division
NYSACHO – NYS Association of County Health Officials
CEHD – Conference of Environmental Health Directors

Agency Responsibility

CHDs •	 Primary	 role	 in	 initial	 complaint	 response;	 confirm	 well	
contamination and determine cause

•	 Secondary	role	in	complaint	follow-up

DEC’s Division of Mineral Resources (DMN) •	 Secondary	role	in	initial	complaint	response	
•	 Primary	role	in	complaint	follow-up	once	CHD	finds	contamination	

to be HVHF-related

DOH •	 Assist	CHDs	in	investigations	of	complaints
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Most officials said that they lack the staff capacity, and 
in some cases the expertise, to handle an influx of calls and 
investigations. Most CHDs have the sense that the issue is 
out of their hands and are in “wait-and-see” mode. Some 
said they would like to plan ahead but lack time or resources, 
and do not know what to expect in terms of complaint 
volume. Some are looking for answers from the additional 
socioeconomic sections of the SGEIS to be released.

No additional resources have been identified for CHDs, 
and it is unclear how they will be able to respond to new 
public and environmental health concerns. Members of 
the CEHD have been meeting quarterly with DOH staff to 
address potential demands. But any support for the counties 
from the DEC, DOH, or other state-level sources will not be 
delineated in the final SGEIS, and instead must be brought 
about through a Memorandum of Understanding (MOU), 
a grant program, or legislation.

What Could Help County Health Departments Respond 
More Effectively?
In a letter to the New York State Association of County Health 
Officers (NYSACHO), the CEHD states: “The impacted 
counties WILL see a substantial increase in workload, and 
simply CANNOT handle it without appropriate funding 
for staff, analytical support, etc.”6 A list of key requests and 
concerns from CHDs and the CEHD includes:

1. A Statewide MOU.
CEHD advocates “A statewide Memorandum of 
Understanding (MOU)… between NYSDEC, NYSDOH, 
and the local health departments” for investigating water 
well complaints.7 This MOU would outline the role and 
activities of all agencies involved, and would replace a 1985 
MOU between the DEC and three counties (Allegany, 
Cattaraugus, and Chautauqua).

2. Response Resources.
CEHD recommends that additional funding for oversight 
“should be derived from the gas companies via permit 
fees, with a mechanism to transfer funds from NYSDEC to 
NYSDOH and [local health departments]”.8 No mechanism 
currently exists to redistribute permit fees to DOH or CHDs; 
to do so will require legislation. Article 6 reimbursements 
from the State for environmental health programs classified 
as “optional” by NYSDOH were eliminated from the 2011-
2012 budget.9 As CEHD urges, “State Aid funding dedicated 
to addressing individual water issues needs to be continued 
and enhanced.”10

3. Representation and Involvement.
CEHD also requests a role in the gas permitting process 
led by DMN. Additionally, involved counties urge the 

appointment of DOH, county, and CHD representatives to 
DEC’s new Hydraulic Fracturing Advisory Panel, formed to 
develop “recommendations to avoid and mitigate impacts 
to local governments and communities.”11

4. Notification.
DEC recommends that “the (drilling) operator, at its own 
expense, sample and test all residential water wells…” in the 
vicinity prior to, during, and up to a year after drilling and 
hydraulic fracturing for natural gas, and that the test results 
be supplied to the well owner.12 CEHD recommends that 
CHDs also receive those results for environmental health 
monitoring.

Conclusion
County Health Departments (CHDs) are the front line 
in responding to public and environmental health issues, 
whether or not the SGEIS designates them as the primary 
response agency. The requests by CEHD outlined above 
represent the minimum level of resources and authority they 
will need to adequately protect public and environmental 
health when HVHF drilling begins in the state.
 
Amanda Wilson and Lydia Morken are Masters in Regional Planning 
candidates in the Department of City and Regional Planning at Cornell 
University. 
 

1 CEHD letter NYSACHO, April 2011, page 2
2 2011 Preliminary Revised Draft SGEIS, Page 8-4
3 See Table 8.1 of 2011 Preliminary Revised Draft SGEIS and Table 15.1 of the 1992 GEIS
4 Personal communication with DEC’s DMN, August 1, 2011
5 Because Steuben and Delaware Counties do not have an EHD and refer environmental 
health concerns to a New York Department of Health (DOH) District Office, they were not 
interviewed.
6 CEHD letter to NYSACHO, April 2011, page 2 (emphasis in the original)
7 CEHD letter to DEC, Dec 2009, page 5
8 CEHD letter to NYSACHO, April 2011, pages 1-2
9 New York State Association of Counties and the New York State County Executives 
Association, “Enacted 2011-12 New York State Budget County Impact Summary,” May 
19, 2011, http://www.nysac.org/legislative-action/documents/11_12State_Budget-
UPDATEDSummary.pdf
10 CEHD letter to NYSACHO, April 2011, page 2
11 DEC, http://www.dec.ny.gov/press/75416.html
12 2011 Preliminary Revised Draft SGEIS, page 7-46
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Hammer Down: A Municipal Guide to Protecting Local Roads in New York State
C.J. Randall

•	 Sign a Road Use Agreement (RUA) at the time of 
permitting, requiring that the operator (drilling 
company) offset the predicted loss of useful life for the 
roads they will use at current reconstruction prices 
(estimated cost: $1,000-$3,000 for drafting).

•	 Develop and implement a haul route management 
system to keep heavy trucks off the most vulnerable 
roads (estimated cost: $3,000-$9,000).

•	 Enforce load zoning, ranging from routine patrols to 
high-intensity, multi-agency enforcement sweeps.

A comprehensive traffic impact study
A thorough study weighs different criteria to classify a 
given road into one of six structural classes, enabling 
municipalities to judge when that road’s condition threatens 
public safety or the passage of critical operators such as 
emergency vehicles. It determines the total number of wheel 
loads of various magnitudes and repetitions the road can 
bear, describes the road’s visual condition, and identifies 
the materials used to construct the road and their useful 
lifespans.

Variations in temperature change the stability of a road, 
and heavy truck traffic during the spring freeze-and-thaw 
cycle can wreak havoc. Test in May and again in August/
September to collect a full range of data if possible; if not, 
test between June and October.

Document baseline road conditions
Take a video and photographic inventory of current road 
conditions, logging speed and where footage begins and 
ends geographically. Gather measurements of road length, 
width, pavement thickness, and sight distance.

Road Use Agreements (RUAs)
Some RUAs are complex documents conceived from a traffic 
impact study; others are simple contracts established years 
ago. A comprehensive RUA includes trigger clauses that 
require developers to submit haul routes to a town before 
a permit is issued, effectively connecting the RUA to road 
use. In New York, any RUA between a municipality and an 
operator should be placed on file with the NYS Department 
of Conservation as recommended in the SGEIS.

Haul route management
Heavy road use by Marcellus drillers lies at the legal 
confluence of the New York State Municipal Home Rule 
Law,1 the Vehicle and Traffic Law,2 and the Environmental 
Conservation Law (ECL),3 a circumstance with no clear 
precedent. The statutory language of ECL-23 authorizes 
local governments to establish reasonable road regulations. 
Load zoning is permitted provided that the route provides 
access to all state routes entering or leaving town.4 To be 
legally defensible, load limits must be based on a structural 

What is the Issue?
Dust, noise, and road damage from industry truck travel 
are major citizen complaints in regions where shale gas is 
extracted via high-volume, horizontal hydraulic fracturing 
(“hydrofracking”). A typical Marcellus Shale well requires 
5.6 million gallons of water, delivered and removed by 
truck. The initial drilling phase accounts for half of the 
estimated 625 to 1148 truckloads of water, additives, and 
drilling or fracturing equipment required for each well 
site. Unlike state highways and county primary roads, local 
roads are generally not built to stringent guidelines, and 
will not handle that volume of trucks or the weight those 
trucks typically carry. Local road quality management is 
imperative, and also provides a way that municipalities can 
manage the pace and scale of drilling.

Road Impacts and Costs
Road access and maintenance are critical to shale gas 
exploration. At the same time, drilling communities are 
seriously affected by the attendant road damage. Local 
roads have neither the width nor depth to handle sustained 
pummeling by heavy trucks; sinkholes, 6” to 10” of rutting, 
and complete road failures are not uncommon. The impact 
of 1000 extra trucks per year on a county primary road uses 
up 0.13% of that road’s lifespan, but the impact of those 
same trucks on a town road consumes 2% of that road’s life.

For example, damage from drilling trucks in 
PennDOT District 3-0 (Bradford, Columbia, Lycoming, 
Northumberland, Snyder, Sullivan, Tioga, and Union 
Counties) has been sustained and severe, and the District 
has had to post weight limits on 1500 miles of road since the 
start of Marcellus drilling. Overall, more than 4000 roads 
have been posted in Pennsylvania. Yet bond security costs 
for overweight truck travel on a posted road there – the 
financial incentive for a company to repair road damage – 
are limited to a maximum of $6,000 per mile for unpaved 
roads and $12,500 per mile for paved roads. This is adequate 
to cover only 10- 20% of the damage; road reconstruction 
can easily exceed $100,000 per mile. Additional public costs 
for protecting roads -- pre-bonding surveys, road condition 
surveys, new data collection systems, and posting roads -- 
are also significant. 

Best Practices
The following is a set of best practices drawn from the 
experience of other states and shale plays:

•	 Conduct a comprehensive traffic impact study with the 
assistance of a traffic engineering firm to clearly define 
road structural classes (estimated cost: $3,000-$6,500). 

•	 Document baseline road conditions and calculate the 
value of remaining road life (estimated cost: $1,000-
$5,000).
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evaluation rather than determined arbitrarily by weight. 
Municipalities may not pass ordinances that impose a tax or 
fee for the use of public roads[5], but comprehensive RUAs 
that link capacity of the road to permitting for high-impact, 
high-frequency truck traffic may be implemented with the 
expressed intent of public safety and preservation of the 
road. 

Enforcement
Reports from Pennsylvania’s Northern Tier suggest that 
natural gas operators are running trucks carrying loads 
over the legal limit of 80,000 pounds for a semi-trailer 
truck. Since January 2010, Pennsylvania State Police have 
conducted 5800 roadside inspections of industry trucks; 
42 percent of those resulted in pulling either the driver or 
vehicle out of service. Enforcement efforts come at a price, 
however; Pennsylvania’s Department of Environmental 
Protection has invested $550,000 from the state’s Waste 
Transportation Safety Account into unannounced roadside 
inspection blitzes.

Conclusion
There are engineering, logistical, and legal obstacles 
to insuring good management of local roads in the 
face of abrupt, high-intensity truck travel. The burden 
for implementation and enforcement of RUAs will be 
substantial for many localities. It is unclear what assistance 
state agencies will provide, and the process is as yet 
decentralized.
 
C.J. Randall has a MRP degree from the Department of City and 
Regional Planning at Cornell University and holds a New York State 
Class A commercial driver license.

1 Municipal Home Rule Law §10[2]
2 N.Y. Veh. & Traf. Law Art. 41 § 1660-1664
3 New York State Environment and Conservation Law §23- 0303(2)
4 N.Y. Veh. & Traf. Law Art. 41 § 1660, paragraphs 10 and 17
5 N.Y. Veh. & Traf. Law Art. 41 § 1604
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Marcellus Shale: The Case for Severance Taxes
Sara Lepori

There are multiple social, environmental and economic costs 
associated with the boom/bust cycle of energy development. 
Research indicates that a well-structured tax policy can play 
a significant role in paying some of these costs and insuring 
long-term economic development in regions affected by 
natural resource extraction industries. This brief addresses 
two questions that are often asked about severance taxes: 
1) Do state severance taxes inhibit industry investment? 2) 
How can severance tax revenue cover short and long term 
costs of drilling?

The Role of State Severance Taxes
A severance tax is a tax imposed on the value of 
nonrenewable natural resources that will be used outside 
the state from which they are extracted. Severance taxes are 
instated to cover costs associated with resource extraction 
and to compensate the state for the loss of a non-renewable 
resource. With the exception of New York and Pennsylvania, 
all significant producing states impose a severance tax on 
fossil fuel extraction. Reports released by the Independent 
Petroleum Association of America, the national association 
representing U.S. independent oil/natural gas producers, 
prepare the industry to be responsible for these taxes.

When towns “boom” as a result of energy extraction, there 
are increased job opportunities and a growing population. 
Along with this short-term growth come increased public 
costs: for planning & zoning and other administrative 
services, for intensified road traffic and reconstruction, and 
for increased demands on schools, social services and public 
safety. These costs are predominantly paid for by state, 
county, and municipal governments. When natural resource 
extraction ends, communities face different challenges 
from the “bust”: a decreased population and tax base, for 
example. The public costs associated with extraction are 
usually covered through taxation of the extracted resource 
via a severance tax.

Do Severance Taxes Deter Industry Investment?
The question of whether severance taxes affect industry 
decisions regarding when and where to drill is controversial. 
Headwaters Economics (2008) shows that in the 1990s 
Montana and Wyoming made divergent tax policy 
decisions. Montana decreased its effective tax rate (the 
ratio of production value to tax revenue), while Wyoming 
increased its rate. A decade later, Wyoming’s tax rate for the 
energy industry is approximately fifty percent higher than 
Montana’s. Both states have experienced a surge in natural 
gas drilling, yet Wyoming’s production value (the product 
of price times production volume) is 5 times as high as 
Montana’s. It appears in comparing Wyoming with Montana 
that tax increases did not deter firms from investing. 

Drilling is influenced first and foremost by reserves. The 
preponderance of evidence (Gerking, 2000, Kunce 2001) 
indicates that severance taxes have little effect on natural 
gas company decisions about where and when to drill. State 
severance taxes are deductible against federal corporate 
income tax liabilities, so their effect on the company’s 
“bottom line is greatly reduced. Other factors such as gas 
price, labor costs, access to markets (e.g., oil and natural 
gas pipelines), technology, and regulations have the most 
significant effects on industry activities. 

Some economic models indicate that severance taxes 
may affect the pace and scale of drilling. Considine’s model 
(2009) showed a decrease of 30% in drilling activity in 
Pennsylvania, whereas an economic model completed 
by Center for Business and Economic Research of the 
University of Arkansas (2008) indicated a 13% decrease. 
These divergent conclusions suggest that while severance 
taxes do not curtail investment in drilling activity they 
may affect the pace and scale of drilling. Taxes can increase 
without risk of losing industry investment and a slower pace 
of drilling can benefit regions, enabling them to adjust to 
the impacts of the drilling economy over a longer period 
of time. Regardless of change in pace, drilling is ultimately 
driven by the reserves available. 

Covering Public Costs
Studies of severance tax policy consistently make the 
following recommendations to insure that states cover the 
costs of drilling and insure long-term economic viability in 
drilling regions.

 1. Create a tax that effectively pays for the short-term 
and long-term costs of drilling. States can impose a 
severance tax without risk of reducing production 
or industry jobs. If a state has a severance tax that is 
too low, shale gas extraction will require a significant 
amount of additional government services without 
commensurate fiscal benefits. 

 2. Distribute tax revenue predictably and fairly between 
state and local governments. There are many ways 
to allocate revenue that are aligned with the costs 
of drilling. Regardless of the exact distribution, the 
primary purpose of a severance tax is to cover costs 
born by the local and county governments. 

 3. Limit deductions and exemptions. Many states have 
relatively high tax rates but so many tax loopholes 
that the effective tax rate does not cover the cost of 
administering it, nor the short and long term costs of 
drilling.
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  For example, Colorado, the 6th largest state producer of 
natural gas, has a tax rate set on a sliding scale between 
2-5%. The state subtracts property tax from the taxable 
value and exempts certain wells from taxation. As a 
result the realized severance tax is between 2.5-0.3% 
each year. Constructing a tax that is straightforward 
and simple makes compliance easier for gas producers 
and tax officials. Because the structure of the tax 
determines how volatile it will be, exemptions and 
loopholes should be minimized. 

 4. Establish a Permanent Fund. A Permanent Fund 
is the most effective way to promote long-term 
economic development. For example, every state in 
the intermountain west invests in a permanent find. 
The permanent fund serves to protect the state against 
future recessions, yearly revenue volatility, and to 
ensure ongoing fiscal benefits from the depletion of a 
non-renewable natural resource.
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INTRODUCTION
High volume hydraulic fracturing for
natural gas (HVHF, or as it is frequently
called, ‘hydro-fracking’ or ‘fracking’) is
being attempted in shale deposits around
the world, including in the UK,

Continental Europe and Canada. In the
USA, the discovery of large shale gas
deposits in many areas of the country has
stimulated natural gas development,
producing historically low prices for the
commodity. At the national scale, the
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discovery and exploitation of natural gas
assets has been welcomed, particularly in
the wake of long-term economic
stagnation. 

At the local level, the calculation of
costs and benefits is more complicated.
Like all resource extraction industries,
hydraulic fracturing is characterised by a
boom-bust cycle. Jobs and spending rise
dramatically in localities during the
drilling or boom phase of shale
development, but drillers leave the region
when the commercially viable resource is
fully extracted, producing an economic
bust. In situations such as that occurring
in contemporary USA, where a number
of states are engaged in shale gas
extraction, drilling rigs may move at short
notice from one region to another,
causing a series of economic disruptions as
drilling starts up, shuts down and starts up
again.1 Regions hosting natural resource
development industries have historically
been characterised as afflicted by a
‘resource curse’ because, while the natural
resource extraction boom brings jobs and
population growth for a few years, it also
increases public service costs and ‘crowds
out’ other industries. Boom towns also
frequently experience social problems
brought about by the influx of a transient
population that follows the oil and gas
industry rigs from one place to another.
After the boom ends, and the drilling
crews and their service providers depart,
the region may have a smaller population
and a poorer economy than before the
extraction industry moved in. If the
boom-bust cycle is combined with
environmental damage, the long-term
costs to regions hosting the hydraulic
fracturing gas extraction boom may be
considerable. 

Despite the potential economic and
social problems associated with
boomtown economies, it is
environmental issues that have dominated
public discussion of shale gas drilling in

the USA. Environmental concerns
revolve primarily around a particular
technology HVHF — that uses millions
of gallons of water along with chemical
additives in a drilling process that
fractures shale along bores drilled
horizontally as well as vertically to
extract more gas from formations deep
underground. The questions about this
technology have focused particularly on
its effects on water supply and quality.
Many of the environmental risks
associated with fracking, however, are a
result of the regional industrialisation
connected with natural gas development.
They occur on the surface rather than
underground at the well site, including
for example, air pollution from the
thousands of trucks required to service
the wells and from compressor plants
along the pipelines that move the
extracted gas to market. These risks are
evaluated differently from one
community to another and from one
country to another. France has banned
hydraulic fracturing because of worries
about its effects on wineries and tourism;
earthquakes connected with test drilling
have stalled hydraulic fracturing in
Lancashire in the north west of England;
the Canadian province of Quebec has
instituted a moratorium because of
public fears about water contamination;
and in the USA, the state of New York
established a one-year moratorium on
hydraulic fracturing in order to better
assess its effects on the environment,
including on local community character.

While there is an active international
debate about the environmental
consequences of hydraulic fracturing, it
has been difficult for localities and regions
to assess the predictions about how their
economies will be affected by the drilling.
Very little research has been conducted on
the economic and social costs associated
with hydraulic fracturing during the
boom phase of development, or on what
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will happen when the drilling phase ends.
In an attempt to close this gap, the

authors review the evidence concerning
the short-term (economic impact) and
long-term (economic development)
consequences of shale gas drilling and
production, and examine the methods that
have been used to project economic
benefits. They demonstrate why an
understanding of the boom-bust cycle of
natural resource extraction is critical to an
accurate calculation of how hydraulic
fracturing will affect the local and regional
economies where it takes place. They also
describe some of the significant costs to
communities that are typically associated
with natural resource extraction booms.
Finally, some of the planning measures that
can mitigate the costs associated with
natural resource extraction for the affected
regions and localities are examined.2

As an empirical anchor, particular
attention is paid to a specific region at the
centre of shale gas development in the
USA — the Marcellus Shale gas play in
the northern counties of Pennsylvania and
southern counties of New York (Figure 2). 

HOW HAVE THE ECONOMIC
BENEFITS AND COSTS OF
HYDRAULIC FRACTURING BEEN
ASSESSED?
Despite concerns about the environmental
damage that may result from fracking, US
policy makers and the public generally
assume that exploitation of this new
natural gas asset will produce significant
economic benefits for the regions where it
occurs, reducing natural gas costs to
residents and industries, and providing for
long-term economic development. Media
coverage of issues surrounding shale gas
development has tended to reinforce this
assumption.

The idea that dramatic, widespread and
long-term economic benefits will
accompany shale gas drilling is put
forward in a series of input/output model
based economic impact reports (EIRs) that
have been supported by the oil and gas
industry or its associated lobbying
organisations.3

For policy makers and citizens, the
utility of the information provided by
these models depends on a clear
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Figure 1: Image from the report World Shale Gas Resources: An Initial Assessment of 14 Regions Outside the
United States prepared for the US Energy Information Administration (EIA), US Department of Energy (April 2011),
available at: http://www.eia.gov/analysis/studies/worldshalegas 



understanding of the assumptions behind
and limitations of input/output (IO)
models. In presentations of model results,
however, critical information needed to
assess the model results is sometimes
missing. A model developed by IHS
Global Insight, for example, projects that
the shale gas industry supported 600,000
jobs in the US economy in 2010 and will
support 870,000 in 2015. The model
predictions are based on the number of
wells to be drilled in the USA.4 But
because no information is provided on the
number of wells the industry predicts it
will drill, it is impossible to assess or
validate the results of the model. 

In addition, while IO models project
the number of jobs that could be created
from a certain level of expenditures on
each well, they cannot tell us how many

actual jobs will be created, who will get
those jobs, or what they will pay. The fact
that IO models can only provide job
estimates is often ignored, and those
estimates are portrayed incorrectly as real
job numbers. Ultimately, because of the
simplifying assumptions necessary to
construct IO models, they cannot be used
to analyse wide-ranging structural changes
in a regional economy, such as those that
occur in conjunction with hydraulic
fracturing. These kinds of changes might
include increased competition for labour
across industries, or decreased ability to
retain or attract other industries because of
the noise and pollution associated with
HVHF.

Kay5 provides a thorough analysis of the
IO model approach to economic impact
prediction, emphasising that models can

Christopherson and Rightor

4 Journal of Town & City Management Vol. 2, 4, 000–000 � Henry Stewart Publications 1756-9538 (2012)

Source: Energy Information Administration based on data from publisherd studies. Updated: May 9, 2011.

Figure 2: Map image available from the US Energy Information Administration website at:
http://www.eia.gov/pub/oil_gas/natural_gas/analysis_publications/maps/maps.htm#field 



produce very different results depending
upon the assumptions on which they are
built. The most important assumptions
affecting the results from these models are
those regarding the pace, scale and
geographic distribution of drilling activity. 

An example of the care that needs to be
exercised in evaluating the results of IO
models and their underlying assumptions
is the Broome County, New York
economic impact study, which was
developed very early in the learning curve
on Marcellus shale gas drilling. The study
authors assumed that hydraulic fracturing
would occur uniformly across the
County.6 Analyses of actual drilling
patterns in Pennsylvania demonstrate that
this scenario (and the assumptions about
expenditures that follow from it) is not
realistic. Drilling locations are influenced
by infrastructure (pipeline and compressor
station) access, by topographic and
geologic data used to target ease of
drilling and high value results, by political
considerations including proximity to
potentially sensitive locations such as
hospitals and schools, and potentially, by
zoning regulation.7 These locations are
unlikely to be spread evenly across the
terrain of a county. Calculating the
amount of drilling that will occur by
assuming that wells will be drilled over
every acre of the County produced an
unrealistic estimate of the amount of
expenditures likely to occur in the
County. The authors qualify their
assumption by presenting a second
scenario that cuts the total number of
wells to be drilled in the County in half,
but this is no more than a guesstimate. The
authors do not attempt to determine
either the pace or scale of drilling that is
likely to occur in the County (based on an
analysis of the pattern of drilling in other
shale gas plays, for example), or factors
likely to affect industry investment in a
natural gas market where, in 2011, prices
are at historic lows. Rather, they assume

full development of the County’s natural
gas well sites within a short time frame.

The projections of job creation and
local revenues constructed in IO analyses
also depend on assumptions about where
expenditures associated with the drilling
of each well will be made. Given the
geographic organisation of the US oil and
gas industry and the concentration of all
inputs (manufacturing of equipment,
drilling labour, engineering services, etc)
in Texas and Oklahoma, it is expected that
— while there are local industries that
could provide inputs to the drillers — a
high proportion of expenditures associated
with Marcellus shale drilling will be made
outside New York or Pennsylvania. Again,
an IO model only estimates potential
regional expenditures. It cannot show that
the projected expenditures will actually
occur in the drilling region or whether
they will rebound to the benefit of the
region. Although oil and gas companies
indicate that the largest portion of their
expenditures in Marcellus Shale regions
will take the form of payments to
landowners,8 there is little information to
show where landowner leasing bonuses or
royalty payments will be spent. If land or
mineral rights owners live outside of the
drilling region, it is unlikely that they will
spend their payments in the localities
where drilling is occurring, although they
will be subject to taxes in those localities. 

Evidence from already developed shale
plays indicates that shale gas drilling relies
heavily on a workforce that resides in
Texas and Oklahoma and moves with the
rigs from one shale play to another. Local
employment is concentrated in trucking,
construction, and retail jobs — many of
which are part-time, short-term, and
low-wage. Input/output model projections
are rarely compared with actual
employment data after the industry begins
to develop. Using Pennsylvania
Department of Labor and Industry data,
however, the Keystone Research Center in
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Pennsylvania indicates that Marcellus core
industries have created approximately
9,300 jobs in that state since the shale
development boom began in 2007. These
numbers are significantly lower than the
48,000 jobs projected in the
industry-supported IO studies.9

Finally, the types of IO models typically
used to measure the economic impact of
HVHF are only snapshots of the regional
economy during the entire drilling cycle;
they are static rather than dynamic.
Because they are constructed around
projected expenditures for the drilling of
each well, the models do not indicate
when expenditures will be made, whether
they will be volatile or predictable, and
when they will end. They focus their
attention on the boom period, when
money and population are flowing into
the region. In reality, the drilling boom
phase of the boom-bust cycle that
characterises resource extraction industries
may be brief, lasting under ten years.
Input/output models cannot forecast what
to expect in terms of the time frame for
drilling investment, or what will happen
when drilling ends. 

The limitations of the models that
have been used to project the economic
impact of shale gas drilling suggest that
local policy makers need to read the
results of EIRs carefully and with some
skepticism. They need to look at the
assumptions that underlie calculations of
jobs and revenue to see if they
realistically portray where, when and how
drilling and the expenditures associated
with it are likely to occur. While these
models provide projections of job
creation and tax revenues, they cannot
substitute for an analysis of the actual
costs and benefits of the production
process. For newer shale development
regions like the Marcellus Shale, some
information ‘grounded’ in actual
experience is available: from case studies
of regions that have been through the

unpredictable production cycle that
characterises natural gas extraction.10

In the next section the authors examine
why it is necessary to know more about
the factors that influence the pace and
scale of drilling in order to understand its
impact on shale gas drilling regions, both
in the short term — the drilling phase,
and in the long-term — once drilling has
declined as a major stimulus to the
regional economy.

THE PACE AND SCALE OF DRILLING
AND THE BOOM-BUST CYCLE
The extraction of non-renewable natural
resources such as natural gas is
characterised by a boom-bust cycle, in
which a rapid increase in economic
activity is followed by a rapid decrease
(Figure 3). The rapid increase occurs when
drilling crews and other gas-related
businesses move into a region to extract
the resource. During this period,
population increases and there is a modest
increase in jobs outside the extraction
industry11 in construction, retail and
services. When drilling ceases, either
temporarily or permanently (because the
commercially recoverable resource is
depleted), there is an economic bust.
Population and jobs leave the region.12

Because of the costs of boom-bust cycles,
communities and states anticipating this
kind of economic cycle need to
understand what will influence the pace
and scale of drilling. In the case of HVHF,
the pace and scale of drilling will
determine the duration of the boom
period of the cycle. 

There are two ways to understand the
pace and scale of drilling in a shale gas
play. The first is based on an analysis of
total potential natural gas reserves and the
capacity of existing or anticipated
technologies. For example, according to
Engelder, the Marcellus might contain as
much as 500 trillion cubic feet (tcf ) of



natural gas, and in a 2008 report with
Lash, he estimated that perhaps 10 per
cent of that gas (50 tcf ) might be
recoverable.13 The following year, he
estimated that recoverable reserves could
be as high as 489 tcf.14 More recent
estimates of recoverable gas fall in the
200-300 tcf range. From a geologist’s
perspective, extraction of these total
recoverable reserves could take decades.

Another perspective on the pace and
scale of drilling looks at what are the
likely firm strategies in response to their
profit opportunities in particular shale
plays and among potential extraction sites.
For example, given a limited number of
drilling rigs, they will be deployed in those
places (within a gas play or across gas
plays) where profits are most likely. The
question for an energy company is not
whether a well is viable in terms of
potentially recoverable gas, but whether it
is commercially viable — that is, will it
make money for the operator (the owner

of the mineral rights) and the drilling
companies. An understanding of the
choices made by operators and their
subcontractors in a shale play requires an
analysis of the costs and delivery rates of
drilling operations, margins of commercial
profitability, and corporate financial and
competitive relationships.

Production in shale plays is
unpredictable and only a small number of
wells may be able to produce commercial
volumes of gas over time without
re-fracking, which is very costly. Evidence
from the Barnett and Haynesville shale
plays in the USA, for example, indicates
that high initial production rates may drop
off rapidly, making it difficult for operating
companies to cover their finding and
development costs. Industry investment
advisors are cautious about the long-term
productivity of the US natural gas plays.
Their advice to investors is simple: ‘Shale
production is characterised by a steep
decline curve early in its productive life.
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The more oil and/or gas that you can
make up front the better the economics.’15

And, according to geologist and
investment adviser Arthur Berman, who
has analysed production trends across US
shale plays: 

… most wells do not maintain the
hyperbolic decline projection indicated
from their first months or years of
production. Production rates commonly
exhibit abrupt, catastrophic departures from
hyperbolic decline as early as 12–18 months
into the production cycle but, more
commonly, in the fourth or fifth years for
the control group. Pressure is drawn down
and hydraulically produced fractures close…
Workovers and additional fracture
stimulations may boost rates back to
previous levels, but rarely restore a well to
its initial decline trajectory. More often, a
steep hyperbolic or exponential terminal
decline follows attempts to remedy a well’s
deteriorating performance. 16

The possibility that only some wells will
exhibit the hyperbolic production curves
that are used to describe trends across wells
in a shale play adds to the uncertainty for
investors, operators and for the
communities where drilling occurs.17

Because shale plays may not produce the
long-term commercial results indicated by
the hyperbolic curves used by the industry
to describe production (and encourage
investment), they add to the financial risks
already attendant to shale gas drilling.18

The risks and uncertainties facing
investors and drilling communities have
been exacerbated by the debt-driven
character of development in shale plays.
Operators have sought to buy up leases
and hold them during a period when
money and leases can be had cheaply, but
this has put them into debt. The
short-term prospects for reducing that
debt are uncertain because of depressed
US natural gas prices. A typical boom
occurs during a period when energy

prices are high. The current shale gas
drilling boom in the USA, occurring
during a period of low US natural gas
prices, appears to be driven as much by
the low cost of borrowing capital and
global investment as by anticipated profits
from the natural gas itself (if sold in the
USA at current prices). 

Despite the financial risks associated
with natural gas drilling anywhere in the
USA, the Marcellus Shale is considered to
have among the best economics of the
large US shale gas plays because of the
potential richness of its reserves, but also
because of low transport costs to the
major domestic natural gas markets,
inexpensively-acquired leases, and the
absence of severance taxes. It also has
significant drawbacks because of its
proximity to populated areas, and the
prospect of regulatory controls over water
withdrawal and wastewater disposal as well
as on the drilling process.

For those living in the Marcellus Shale
region, gas operating company assessments
of the commercial viability of wells and
how to best exploit the resource have
important consequences. Evidence from
the Barnett Shale (in Texas) suggests that
individual Marcellus wells may have short
commercial production lives. Because the
Marcellus play is large and geologically
complex, however, the play as a whole is
likely to have natural gas drilling and
production over an extended period of
time. Individual counties and
municipalities within the region are likely
to experience accelerated boom and bust
cycles, while the region as a whole is
industrialised to support continued
drilling, storage, and transportation of
natural gas. Counties where
drilling-related revenues were never
realised or now have ended may still be
impacted by this regional industrialisation,
such as truck traffic, gas storage facilities or
pipelines. These more widely distributed
impacts need to be taken into account
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when anticipating what effects natural gas
drilling will have on communities, their
revenues, and the regional labour market,
as well as on the environment. 

In anticipating some of the costs, it is
possible to learn from the experience of
already developed shale gas plays in the
USA.

WHAT DO WE KNOW ABOUT WHAT
OCCURS IN LOCAL COMMUNITIES
AND REGIONS WHERE SHALE GAS
DRILLING OCCURS?
Natural resource extraction industries
typically play a small role in national
economies. They are capital rather than
labour intensive industries and their
employment impact is tiny compared to
industries such as retail or health
services.19 On the other hand, these
industries have major impacts on the
regions where production takes place.
Shale gas drilling brings a short-term
economic boom to the regions that
experience it. As drilling companies move
into a community, local expenditures rise
on everything from car parts to pizza and
beer. New jobs are created in
construction, hotels and retail. Landowners
receive mineral leasing and royalty
payments and have extra spending money
in their pockets. This increased economic
activity is very welcome, especially in light
of the ‘great recession’. 

In the USA, high volume hydraulic
fracturing for shale gas has been taking
place since the early 2000s, primarily in
the western states. In the Marcellus Shale
states of eastern USA hydraulic fracturing
is even more recent. Even over this short
period of time, however, experience is
providing critical lessons. Each state has a
distinctive set of issues because of
differences in ownership (public vs. private
land), climate, terrain, proximity of the
play to population centres, and the
availability of skilled labour. Yet despite

these differences, the experience of shale
gas regions can be used to identify
common issues that are likely to arise with
shale gas extraction. Among the most
consistent local policy and planning issues
across shale gas regions are those that
derive from the boom-bust cycle of shale
gas development, and the unpredictability
of drilling and production activity across
time and space.

Unfortunately, a full description of
impacts on local communities is difficult
to assemble because — with the exception
of data on crime statistics — data must be
assembled county-by-county, or
agency-by-agency locally. There is an
analysis of social and economic impacts
common to counties in the Western
States, where the local impacts of rapid
development of shale gas drilling have
been documented,20 and anecdotal
evidence from counties in the northern
tier of Pennsylvania. Although not
definitive, the accumulating body of
evidence provides a picture of what
localities can expect with natural gas
extraction and what they should plan for.
In the next section, the authors examine
some of the most prominent of those
impacts — on population, employment,
and public services.

LOCAL SOCIAL AND ECONOMIC
IMPACTS OF SHALE GAS
DEVELOPMENT
At the heart of the social and economic
challenges facing communities where
natural gas development occurs is the
rapid increase in a transient population
using the region as a production site.
Perhaps unexpectedly, this rapid increase in
activity is not associated with a
commensurate increase in population
resident in the counties where the drilling
occurs. The authors’ analysis of population
change in core natural gas drilling
counties during the first decade of the
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2000s indicates that the resident
population in these largely rural counties
has grown marginally if at all. There are
various reasons that population growth
does not occur in these core counties, but
the most frequently cited are the absence
of services, the higher cost of living, and
the lower quality of life in an
industrialised environment. For these
reasons, the economic and social impacts
of natural gas development are likely to be
felt not only locally but regionally,
affecting cities and counties in areas
adjacent to the drilling localities
themselves.

Another reason for the absence of new
residents in drilling counties is the
character of the workforce engaged in
drilling and the transient demand for the
services provided to drillers and drilling
companies. As described by Jacquet,21 the
drilling phase of shale gas development
usually depends on an out-of-state
workforce. Although resident workers may
be employed during the drilling phase as
truck haulers or in service and
construction jobs, even these jobs may be
filled by workers who move into the
drilling area while maintaining a
permanent residence in another state. This
in-migration of transient workers has been
exacerbated by the great recession in the
USA and the paucity of job opportunities
elsewhere in the nation. In the case of the
drilling workforce itself, this means a
sudden influx of young men — some
with families, many without. Some will be
experienced gas field veterans, others will
be those drawn from other places to the
boom and the prospect of work.

In Sublette County Wyoming, for
example:

As the number of gas wells drilled per year
(authors’ emphasis) exploded from 100 in
(the year) 2000 to more than 500 in 2007,
the population of Sublette County swelled
by 24%. During that same period,

Wyoming’s population grew by just 4%,
indicating that workers and their families
were flocking to the area to meet the new
labor demands. The largest increase in
population came from teens and young
adults, aged 15 to 24, followed by adults
aged 25 to 44.22

This short-term population influx also
creates significant demands on public
services. 

According to Jacquet,23 traffic on major
roads increased, as did the number of
traffic accidents, the number of emergency
room visits, and the demand for
emergency response services. In addition,
local schools experienced increased
demand as new workers entering the
region enrolled their children. And, as
demand for all manner of good and
services increases and local businesses seek
to exploit the boom, prices go up — not
just for temporary residents, but for
long-time local residents as well. Jacquet
found that local prices in Sublette County
increased by twice the national rate over a
six-year period. 

Williston North Dakota is an isolated
prairie town where another shale gas
boom is occurring, and it has been
inundated by people from all over the
USA looking for work. While they
frequently find work, they have nowhere
to live. The homelessness rate in the city
has risen to at least 19 per cent, with
many people living for long periods in
temporary quarters.24 Unfortunately, the
boom-bust cycle of gas development
discourages investment in the housing
needed for this workforce. Local
interviews indicate: ‘Developers have been
slow to build more apartments, largely
because they got stung by the region’s last
oil boom that went bust in the 1980s.’25

The price inflation characteristic of
shale boom areas especially affects rental
housing. Evidence from across shale plays
indicates that rents rise dramatically in
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drilling areas. Local long-term renters who
cannot afford their apartments any longer
are displaced, and may seek housing
assistance from local government. Hotels
and motels fill up with transient gas
drilling workers. 

This increased demand for hotel rooms
may benefit hotel and motel owners and
local restaurants, but it hurts other local
businesses, as hotels may have few rooms
available for a more traditional clientele:
business travellers, recreation seekers, and
tourists.

In the long run, given the population
declines suffered by many communities in
the Marcellus region, this influx of new
people may be welcome. Some
newcomers may like the area and decide
to stay. According to a recent US
Associated Press story,26 the small state of
Wyoming has seen population increases
and an unemployment decline over the
past decade, especially in communities
near gas drilling areas. But for local
governments, this population influx comes
with added costs, both in the short run
and in the long run. 

The consistent theme is that local
governments — counties, cities, townships,
villages — are subjected to a wide range
of demands for new services or increased
levels of service, and that the
administrative capacity, staffing levels,
equipment, and outside expertise needed
to meet those demands are beyond
anything that has been budgeted. 

Infrastructure impacts
One critical area of impact is on local
roads and bridges. As Randall points out:

Dust, noise, and road damage from industry
truck travel are tops on the list of citizen
complaints in areas where gas is extracted
via shale gas drilling. A typical Marcellus
well requires 5.6 million gallons of water
during the drilling process, in almost all

cases delivered by truck. Liquid additives are
shipped to the well site in federal
DOT-approved plastic containers on flatbed
trucks; hydrochloric acid and water are
delivered — and flowback is hauled away
— in tanker trucks. Millions of gallons of
liquid used in the short (weeks-long) initial
drilling period account for half of the
estimated 890 to 1340 truckloads required
per well site. Because of its weight, the
impact of water hauled to one site (364
trips) is the equivalent of nearly 3.5 million
car trips. Few roads at the town level in
New York State have been built to
withstand this volume of heavy of truck
traffic.27

Pennsylvania state officials report
scrambling to re-route trucks in the wake
of rural roads sometimes rendered
impassable for local motorists or
emergency responders, while sources in
the Barnett Shale region of Texas cite early
deterioration of city streets that increases
the burden on taxpayers. That is because,
even though access roads to the well sites
are built and maintained by the operators,
many of the journeys made by all those
trucks are on public roads. Most roads,
especially the rural roads that predominate
in the Marcellus region (and especially
under Winter and Spring freeze-thaw
conditions), are not designed to withstand
the volume or weight of this level of truck
traffic.

In Pennsylvania, local governments can
utilise State Department of Transportation
protocols to post weight limits and require
permits and bonding of overweight truck
operators, an incentive for the operators to
either do the excess maintenance
themselves or pay for damage to the roads.
However, operators are inclined to post
bonds only in municipalities or counties
where they have well sites, while the
trucks travel much longer routes through
other towns and counties. Their roads are
left vulnerable.

Recommendations from those in
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already developed shale plays centre on
the planning, posting, and enforcement of
truck routes that minimize the
intrusiveness and damage caused by
high-volume truck traffic, and on local
Road Use Agreements (RUAs) or
state-level fees that support accelerated
road maintenance while gas drilling or
production activity is underway.

These need to be supported by
comprehensive traffic impact studies,
well-documented baseline data backed by
video and photographs of
pre-development road conditions, and
specialized legal advice — processes that
require additional staff and, for most
communities, funds for consulting
engineers and lawyers as well.

Whatever regulation and technical
assistance the province or state may
provide, many of the costs of drilling fall on
local governments. And, these costs are
likely to fall on some localities where
drilling makes no appreciable contribution
to the economy either through job creation
or tax revenues. Contemporary shale gas
drilling is likely to have both intense local
impacts for the drilling period, and
longer-term regional consequences as well
because of the widespread industrialisation
that accompanies contemporary hydraulic
fracturing.

Regional industrialisation impacts
Well pads are not the only feature in the
industrial landscape brought about by shale
gas development. Water extraction sites
must be developed to fill trucks
transporting water to the well pads. After
extraction, the gas has to move from the
well sites to the main transmission lines via
a network of pipelines and compressor
stations. Toxic flowback and produced
water from the wells has to be transported
to treatment facilities, which must be built
to handle its particular array of toxic waste.

These elements of the industrial

landscape will be located where geologic
or logistical factors dictate, but not
necessarily in the jurisdictions where
drilling is currently taking place or
production (and therefore tax revenue) is
being generated. For local governments,
the same questions as for well sites or
pipeline infrastructure apply to these
facilities: Who — the state, the province,
or the localities — is to regulate them, and
monitor and enforce standards; what
staffing and resources will that require; and
how shall the funds to support those
efforts be provided?

These facilities typically include:

• ‘Man camps’ (essentially caravan sites)
for short-term out-of-state workers 

• Depots for equipment
• Staging areas
• Gravel quarries
• Water extraction sites
• Wastewater treatment plants capable of

handling toxic material
• Injection wells 
• Disposal areas (landfills)
• Gas storage facilities.

Connecting all these facilities and services
are rail spurs and thousands of heavy
trucks.

These industrial facilities create a wide
range of potential environmental hazards
and stressors, all of which have
implications for the regional economy and
adjacent industries, such as tourism and
agriculture. For example, apart from the
dangers inherent in a widespread network
of pipes full of methane or in
high-pressure equipment generally, noise is
a major concern related to compressor
stations: they produce noise levels in the
85 to 95 decibel range. These levels are at
or above the US Occupational Safety and
Health Administration (OSHA) threshold
of safety for an 8-hour day, and
compressors work a 24-hour day. These
environmental stressors can have an effect
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on nearby citizens, adjacent property
values, and on other industries in the
vicinity, particularly agriculture and
tourism.

In the USA, regulation of this extensive
industrial infrastructure is likely to occur
at a level of government above that of the
locality. Localities may have a role in the
permitting of pipeline routes along
city/county rights-of-way. Local
government may also require filings and
notice to abutters, and demand incident
reporting and filing of as-built drawings
for emergency planning. For compressor
stations, local regulation may be able to
establish setbacks, maximum noise levels,
fencing and landscaping requirements, and
enhanced standards for units adjacent to
residential areas. 

If not reused, flowback fluids from the
hydro-fracking process or the produced
water from producing wells must be
removed from the well sites by trucks and
transported to treatment facilities or
injection wells. These facilities, too, may be
subject to permit or construction standards
that are set or implemented at the local
level. All of these local or regional
activities require expertise, administration,
monitoring, and enforcement capacity, and
all entail planning and public
administration costs.

One example of the impact industrial
facilities may have on a region is provided
by the proposed gas storage facility in the
Finger Lakes region of New York State, a
major area for tourism because of its scenic
beauty, small towns and vineyards. This
facility is being planned by Inergy
Midstream, LLC for the former US Salt
plant just north of Watkins Glen, New
York, with underground storage for 1.45
billion cubic feet of natural gas. The new
owners propose to add an up-to-88.2
million gallon liquid propane storage
facility, also underground, plus a 14-acre, 92
million gallon brine pond on the surface. 

The site for this major facility is near

the intersection of two gas transmission
pipelines and, as a salt mine, is an
appropriate natural gas storage site. But
Watkins Glen is in Schuyler County,
which is not part of the ‘fairway’ — the
purported ‘sweet spot’ for Marcellus
drilling in New York, so it is not likely to
obtain local tax revenue from well
production. Whatever the plant may
contribute in the way of local taxes,
Watkins Glen currently depends on
revenue from Finger Lakes tourism,
attendance at its famous road race, the
local wine industry and agriculture.
Consequently, the potential hazards to air
or water from such a facility, or the
prospect of a fire or explosion, are
particularly troubling to local policy
makers. On the other side of the equation,
this capital-intensive plant operation is
expected to produce only ten jobs after its
construction.

Officials in regions already experiencing
shale gas drilling encourage planning and
the development of fewer, centralised
locations for all these industrial functions,
in order to minimise the impacts on local
communities. Because hydraulic fracturing
entails a regional industrial infrastructure,
this planning will necessarily require
inter-county cooperation and state
assistance.

Finally, the regulation of whatever
facilities are constructed will be a
responsibility shared between the state and
local governments, in ways as yet unclear.
Localities will have to allocate resources to
negotiating with the state — and many
departments of state government are
involved — for agreements that protect
their interests and those of their citizens.

HOW ARE LOCALITIES RESPONDING
TO THE CHALLENGES POSED BY
SHALE GAS DRILLING?
Different communities respond differently
to the prospect of natural resource
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extraction in their region, as do their
policy makers. One factor in these
differing responses lies with citizens’
familiarity or unfamiliarity with the
industry. Another appears to be a
difference between a ‘dominion’ and a
‘stewardship’orientation toward the natural
world. In a survey of 6,000 households in
the drilling regions of New York and
Pennsylvania, respondents who perceive
lower risks from hydraulic fracturing think
of the natural environment in terms of its
utility, while those who perceive higher
risks see humans as part of — and
responsible for — the ecosystem. The
survey indicates that most residents value
the quality of life in their largely rural
communities and they are concerned
about the lack of jobs, but they weigh
those concerns differently. Although there
is a large middle group of respondents
who are not clear about what will happen
to their communities, there are sizable
groups that are polarised in their
expectations about the impacts of shale gas
development, and that trust different
sources of information on what is
occurring. This bodes a fractious political
environment for local officials, and
suggests the need for careful planning: 58
per cent of those surveyed think that the
negative impacts associated with hydraulic
fracturing can be prevented, but only 22
per cent indicate that those negative
impacts can be repaired once they occur.28

In the USA shale gas plays that have
been in operation for some time, local
government officials have the benefit of
looking back on their experience and on
what they think are the most important
measures that communities can undertake
when faced with the challenges posed by
natural gas drilling. Their
recommendations emphasise efforts to
educate the general public and landowners
in particular, and to make the process of
natural gas development as transparent as
possible. 

According to these experienced local
officials, administrative costs for all manner
of planning, permitting, monitoring, and
enforcement activities rise, as does the cost
for computer systems to support them. So
do demands on the police, courts, jails,
services to displaced renters, and other
social services. To these are added demands
on the school system, on the public health
department, and on the healthcare system
generally. Fire and emergency services
must be prepared for the kind of fire,
accident, or spill incident that drilling
operations can produce, requiring new
equipment and training, though many
communities have volunteer or ‘call’
operations that may not ever be prepared,
or willing, to take on a major hazardous
materials incident.

A Clinton County Pennsylvania review
of the early impacts on their departments
turned up one additional factor in the
costs to government: losing their
employees to private sector jobs in the gas
play. That adds the cost of recruiting and
training new staff, and the need to
increase salaries to attract or retain them.

All this suggests to local governments
three crucial elements of preparation:

1. The need for baseline data. Without
the baseline data on roads, water
treatment, rents, traffic, use of
government equipment, etc, local
governments cannot hold the well
operators or their subcontractors
accountable for the increased cost to
local services that their activities
generate, nor can they make a good
case for relief from the state.

2. The need for a dedicated revenue
stream from gas production.

3. The need to budget for future
costs. Just as the unfolding of demands
on localities from the effects of shale gas
development may not correspond to
the flow of tax revenue from gas
production or lease/royalty payments to
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landowners, so the effects of shale gas
exploration may last far longer than the
boom in drilling activity in any given
locality. Lowering property taxes during
the revenue boom may only lead to
raising them even more when the full
effects on local government operations
are realised. Better to utilise the variety
of budgeting instruments — fiscal
impact fees, trust funds, capital reserve
funds and a healthy fund balance —
designed to stabilise the tax rate by
setting aside monies to defray future
costs.

WHAT DO WE KNOW ABOUT THE
LONG-TERM ECONOMIC EFFECTS OF
HVHF SHALE GAS DEVELOPMENT ON
LOCAL AND REGIONAL ECONOMIES?
In this paper, the authors distinguish
between the short-term impacts of HVHF
natural gas drilling — on jobs, revenues,
and costs to communities — and the
long-term consequences for economic
development. Economic development (as
distinct from economic impact) is defined
here in terms of indicators that show
whether a county or region’s population
has an improved standard of living, job
opportunities, and the kind of diverse
economy that can weather downturns in
any particular industrial sector. 

It is evident that natural gas drilling will
create work in shale gas regions during the
drilling phase. The population flowing into
the region will create demand for retail
businesses and in hospitality industries,
such as hotels and restaurants.
Construction activity will also increase.
Analyses of what kinds of jobs are likely to
be produced during the drilling boom
underscore that these three sectors are
most likely to create jobs outside of the
drilling industry itself. However, as Barth
notes,29 there are reasons to be cautious
about the natural gas drilling industry as a
route to long-term economic

development, especially in rural counties.
This caution arises from studies that show
that rural regions whose economies are
dependent on natural resource extraction
frequently have poor long-term
development outcomes. In some cases,
they may end up worse off after a
boom-bust cycle than they were before it
started. While this may seem surprising
given the economic activity that floods
into a region during the drilling phase,
there are some readily understandable
reasons for poor long-term prospects.

First, the crews who come into a region
place demands on a limited housing stock
and housing prices rise, driving low
income renters to leave the area, and
creating a potential labor shortage for
other businesses. This type of displacement
can be seen in Northern Pennsylvania,
where low-income families are being
displaced by drillers in the local rental
markets around the drilling sites.30

While competition for labour creates
some short-term winners among locals,
such as truck drivers, it also raises costs for
other businesses in the region as labour
costs for those occupations rise. For
example, dairy farmers in the Marcellus
region of northern Pennsylvania and the
southern tier of New York, who are
already in a marginal economic situation,
are being further squeezed because of
rising costs for transporting their milk to
the dairies. These businesses may go under
during the drilling phase, leaving the
region with fewer businesses outside of gas
drilling, and thus a less diverse and more
volatile economy.

Economists refer to the situation in
which short-term but high-wage resource
extraction leads to a poor business climate
for other businesses as ‘crowding out’.
While crowding out particularly affects
businesses that require a reliable low cost
labour supply (agriculture, tourism, or
retirement communities, for example), even
higher wage businesses such as
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manufacturers may be deterred from
investing in a resource extraction economy.
Higher housing costs, labour competition
and social issues make the resource
dependent region less attractive to other
employers than alternative locations.

Resource extraction regions are also
infamous for having serious governance
challenges. Volatile revenue leads to poor
government planning and a lack of
accountability, even as demands on
government rise and may continue to
persist long after the tax revenue from the
drilling phase has dried up. When the local
boom ends, the human and physical
infrastructure built to support a
boomtown population is left for a much
smaller population to support. As Feser
and Sweeney describe in their study of
such communities’ experience with
out-migration and population loss: 

During the boom period, the county’s
physical infrastructure was planned and
installed to accommodate an expanding
population. The nature of infrastructure
such as roads, sewer and water facilities, and
schools is that once it is built, it generates
ongoing maintenance costs (as well as debt
service costs) even if consumption of the
facilities declines … the departure of mine
workers and higher income, mobile
professionals left the burden of paying for
such costs to the remaining smaller,
lower-income, population.31

In general, US counties that have hosted
drilling activities show evidence of
population loss after the drilling ends. For
example, counties in New York and
Pennsylvania with significant natural gas
drilling (1994–2009) are characterised by
greater population loss when compared
with similar rural counties in their
respective states.

Finally, although there are some local
winners in a resource extraction economy,
in the long term their numbers appear to
be outweighed by the local losers. After

the initial construction and drilling phases,
there are very few well-paying, stable jobs
available in the production phase or in the
industrial facilities servicing the regional
industry (such as gas storage sites). As a
result, income inequality tends to increase
in natural resource extraction counties.

Evidence suggesting caution in
projecting long term economic
development from natural gas drilling
comes from a study of 26 counties in
western US states that have based their
economic development on the extraction
of fossil fuels (natural gas, oil, and coal).32

This study shows that these counties
(those that have at least 7 per cent of their
total jobs in resource extraction industries)
have not performed as well as similar
counties without extraction industries.
Both their average annual growth in
personal income and their employment
growth (1990–2005) were lower than
their peer counties without extraction
industries. These energy-dependent
county economies exhibited a set of
similar characteristics. They had: 

• Less economic diversity
• Lower levels of educational attainment
• More income inequality between

households
• Less ability to attract investment. 

Also, a majority of the energy industry
focused counties (16 of the 26) lost
population during this period. Though the
reasons for this loss are not fully
documented, anecdotal information
suggests that they may include the higher
cost of living in these counties and the
displacement of residents who do not
want to live in an industrialised landscape
— for example, retirees.

In part, the difference between the
extraction-focused counties and other
counties has emerged because new
service-based industries, especially
tourism, have been growing in rural
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western US counties and are creating
more jobs than extraction industries. The
extraction counties do not attract as many
tourism dollars as counties without
extraction industries. The picture is
uneven, however. While energy extraction
counties underperformed in terms of the
growth of real personal income,
employment, and population, they
outperformed their peer counties in terms
of growth in earnings per job and per
capita income. But for these measures —
average earnings per job and per capita
income — there was only a modest
positive difference (0.6 per cent per year
from 1990 to 2005).33

In general, the research that has been
done on resource extraction in rural areas
offers no guarantee that counties where
fossil fuel reserves are developed will have
a significant long-term advantage over
counties where they are not. 

WHAT IS MOST IMPORTANT IN
EVALUATING THE ECONOMIC
CONSEQUENCES OF SHALE GAS
DRILLING?
If one wants to understand how natural
gas drilling will affect communities, the
economic impact models typically used to
project potential job creation give only a
fraction of the information that is needed.
Economic impact models do not address
major questions about the cumulative costs
to communities that come with drilling,
and about how the pace and scale of
drilling will affect royalty payments and
the tax revenues to pay those costs. There
are also potential negative consequences
for other industries located in the drilling
region, including agriculture and tourism.
A realistic assessment of how natural gas
drilling will affect the regional economy
must have a framework that has been
missing from IO models, one that looks at
long-term consequences and cumulative
impacts.

In the case of high volume hydraulic
fracturing for shale gas, the evidence from
across shale plays34 and from broader
studies of natural resource dependent
economies indicates that one should be
cautious about expecting positive
long-term outcomes (beyond 5–10 years).
Natural resource extraction has a poor
record of leading to strong, diversified
regional economies. 

In thinking about and responding to
the environmental and economic
challenges posed by shale gas drilling,
elected officials and other policy-makers
need to start with the realisation that
natural gas is a non-renewable resource.
Good stewardship from an environmental
perspective requires assessing the
long-term costs and benefits of HVHF
technologies and their implications for the
natural and human environment in which
gas extraction occurs. Although the
economic consequences of HVHF gas
drilling have been counter-posed to
environmental concerns, positive
economic outcomes cannot be taken for
granted. Thus, elected and appointed
officials also need to take responsibility for
careful management of the local and
regional economies affected by HVHF gas
drilling and their longer-term
sustainability. This means anticipating what
may occur in the short term during a
boom, and in the longer term when
drilling ends. Both of these periods will
present difficult issues. It is only by
anticipating what may occur, planning for
change, and communicating a concrete
vision for the future that policy makers
can make the kinds of choices that will
stand the test of time. There will be no
second chances.
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1. Introduction

Natural gas has historically been extracted from shallow gas wells
using traditionaldrillingmethods.Within thepast decade, technological
advances such as hydraulic fracturing and horizontal drilling have for
the first time made profitable the extraction of natural gas from deep
underground shale rock formations. Both economic benefits and
environmental risks of such nonconventional gas extraction accrue to
regions within close proximity of shale gas deposits. Site preparation,
drilling, and extraction generate local economic revenues and provide
local employment opportunities. But the drilling process requires large
quantities of water and the backflow (frac water) requires careful
handling and can threaten the natural environment.

Due perhaps to uncertainties over the size of these economic
benefits and environmental costs, public response to the new
extraction process has varied. Areas familiar with the gas extraction
industry such as central Texas andwestern Pennsylvania have applied
existing environmental and safety regulations to the new extraction
methods. But New York, where the energy industry is relatively
unknown, placed a moratorium on shale gas extraction until it has
sufficiently studied the environmental risks.

To help facilitate favorable public policy, the natural gas industry has
sponsored several research efforts that estimate the economic benefits of
shale gas extraction. These reports, not published in economic journals
but instead made available on the web sites of the gas industry, estimate
the increase in local and state revenues, employment, and tax revenues
from gas extraction. In some cases, these reports are authored by private
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consulting firms. In other cases, these reports are authored by research
economists serving as private consultants and affiliated withwell known
research universities. In these latter cases, the economist's institutional
affiliation is often featuredprominentlyon thecover toaddcredibility and
sense of objectivity to the report even if the economic researcher
relinquishedfinal editing duties to the funding organization. One concern
for the objective formation of public policy is the possibility that local
policymakers viewthe institutional affiliationof theprivate consultants as
evidence that the report represents credible peer reviewed economic
research. If those policymakers are unacquainted with the economic
researchmethods used in these reports and are therefore unable to judge
the validity of the results, then the economics profession has not served
the policy making community.

This commentary reviews a collection of reports purporting to
estimate the economic impact of gas extraction from shale beds. The
focus is on reports sponsored by the gas extraction industry and issued
with academic institution affiliation. For example, Considine et al. (2009
and 2010)were both funded by theMarcellus Shale Coalition (the shale
gas extraction industry in Pennsylvania) and feature the Penn State logo
on the title page. CBER (2008) was sponsored by four gas extraction
firms and features the University of Arkansas logo on the title page.

The hope is to helpfill the void created by the lack of a peer review of
these reports. The credibility of economic research originates not from
institutional affiliation but from the peer review process utilized by all
respectable academic journals. This review process ensures fairness,
promotes the candid exchange of ideas, and often improves the quality
of the work.

The next section summarizes and critiques these three reports.
Section 3 provides a brief overview of other known economic impact
studies from gas extraction generated from private consulting firms
unaffiliated with academic institutions. Section 4 offers a broad critique
of the methodology used by these six reports to evaluate “economic
impact.” Section 5 discusses benefit-cost analysis, a common alternative
method for evaluating the economic impact of an activity such gas
extraction. Section 6 offers a comment on the use of a severance tax on
gas extraction, and is followed by a brief conclusion.

2. Reports Released with Academic Affiliation

Adelineation ismadebetween three reports thatwere releasedunder
academic institution affiliation (Considine et al., 2009, 2010; CBER, 2008)
and three that were released by private consulting companies unaffil-
iated with an academic institution. The delineation is based upon the
premise that institutional affiliation can denote the expectation of
unbiased and high quality research to policy makers and other readers.
The institutional affiliation carries with it the expectation that research
should satisfy not just the standard for reports from the consulting
industry, but instead achieve some higher level of academic standard.

2.1. An Emerging Giant: Prospects and Economic Impacts of Developing
the Marcellus Shale Natural Gas Play

Considine et al. (2009), affiliated with Penn State, estimates the
economic benefits of extracting gas from theMarcellus Shale inwestern
and northern Pennsylvania. Pennsylvania is depicted to be rather
unique in the United States due to its (1) supplies of natural gas both in
shallowwells and imbedded in deep shale formations, (2) availability of
subterranean reservoirs to store natural gas imported from the
southwest United States for later consumption, and (3) proximity to
several large population centers along the eastern sea board. This latter
aspect has caused the price of natural gas in Pennsylvania to generally
exceed that in most other areas of the country.

The economic impacts of shale gas extraction are estimated using
the IMPLAN input–output model. The IMPLAN model has been used
by consultants, government officials, and economic researchers to
address a variety of research questions. Because shale gas extraction is
relatively new to the Pennsylvania economy, the IMPLAN model had
to be adjusted using a process developed by Miller and Blair (2009).
This process requires detailed expense amounts from the industry.
This information was gathered via a survey of firms currently in the
process of extracting gas from theMarcellus shale. Based on responses
to this survey, the report estimates that 95% of industry spending
occurred within the commonwealth of Pennsylvania.

IMPLAN results suggest spending by the shale gas extraction
industry is responsible in 2008 for $2.263 billion in economic activity,
the creation of 29,284 jobs, and the payment of $238.5 million in state
and local taxes within the commonwealth of Pennsylvania. The report
also estimates the number of new wells drilled as a function of the
price of natural gas using quarterly time series data from Barnett shale
activity in Texas. Econometric results suggest a 1% increase in the
price of natural gas is estimated to increase the number of new wells
drilled by 2.70%. This estimate and future price data from the New
York Mercantile Exchange are then used to forecast the number of
wells drilled in Pennsylvania over the next decade. Results suggest the
number of wells drilled in Pennsylvania will increase from about 1000
in 2010 to 2800 in 2020. These results are applied to estimate the
effect of a severance tax on gas extraction in Pennsylvania. Results
suggest a tax set equal to that levied in West Virginia will cause the
number of future wells drilled to decrease by 30%.

Several aspects of Considine et al. (2009) are credible. The historical
and technological sections appear to report an accurate background of
the industry. The survey data had a rather poor response rate (only 7 of
36firms responded), but as thesefirms represented 59% of all drilling in
Pennsylvania it is appropriate to extrapolate survey findings to the
entire industry. It is worth noting that itemized industry expenses with
names and locations of suppliers are highly proprietary information. A
research economist unaffiliated with the gas industry would not gain
access to such data. The IMPLANmodel, asmentioned by the authors, is
perhaps the most common input–output model in the country and is
used by consultants, government officials, and research economists. The
technique described by Miller and Blair (2009) for estimating direct
spending of a new industry is appropriate assuming that itemized
expense data are available, as they were for this report. One concern is
that the IMPLAN model works best when considering modest
“marginal” changes in economic activity. The addition of billions in
direct spending will likely alter the relationships within the model that
could very easily alter estimated impacts.

The report has threemajor shortcomings that all serve to overstate
economic benefits that would need to be addressed to warrant journal
publication. The first is the assumption made that all lease and royalty
payments to private households are spent by households on goods
and services produced in Pennsylvania in the same year that those
payments were received. The importance of this assumption cannot
be understated—in 2008 such payments to households represented
68.6% of all industry direct spending. Households can be expected to
save some of these windfall earnings. Given the fluidity in the
international market for financial capital, additional savings by
Pennsylvania households are unlikely to be lent to Pennsylvanians
to facilitate increase investment or consumptive expenditures within
Pennsylvania. That none of these windfall earnings are assumed to be
saved (or used to pay down debt) by households seems implausible
and is inconsistent with the economics literature. The behavioral
economics literature, for example, contends that households are more
likely to save (or reduce debt) after receiving large windfall payments
relative to receiving small sums (Thaler, 1990). An economic impact
study of shale gas extraction in Louisiana (Scott, 2009—summarized
below) assumed that households spend only 5% of windfall earnings
within the year received. This report should use a more realistic
assumption regarding the marginal propensity to consume windfall
gains. Although the present estimated economic impacts would
obviously decrease substantially, future impacts would likely increase
as the spending from household lease and royalty payments received
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in the present are spread across many future years rather than spent
entirely in the present year.

The second shortcoming in this report is the lack of a detailed
description to support the assumption that 95% of all industry
expenditures, including lease and royalty payments to households,
occurredwithin Pennsylvania. The surveyhelped identify the locationof
suppliers to the industry, but payments to suppliers compriseonly 31.4%
of all spending. Households receive the lion share, and any amount not
saved may have facilitated purchases of goods or services produced
outside of Pennsylvania (such as vacations, new automobiles, or
jewelry). The report suggests the “company profile databases Reference
U.S.A.” was used to determine the geographical location of each firm
receiving direct spending. But the report is silent on the assumptions
necessary if, for example, a given firm operated only a branch office in
Pennsylvania but imports parts and supplies from other states or
countries. One report suggests that 70% of workers in the industry
originate from other areas of the country (Allegheny Conference, 2010).
The assumption that 95% of direct spending by the industry and royalty-
receiving households took place in Pennsylvania is therefore under
supported. A detailed description of the process used to identify the
location of direct spending would alleviate this concern.

The third shortcoming, one that I am sure the authors would agree
with, is the assumption made that the quantity of well drilling is
estimated solely as a function of the contemporaneous price of natural
gas. The assumption that the price of natural gas is exogenous in Texas is
entirely plausible, but omitted variables are quite likely to lead to a
biased estimate of the relationship between price and well drilling.
Omitted variables could include the expected future price (which could
influence both current price and investment expenditures on drilling),
the state of drilling technology, the state of themacro economy, and the
number of wells drilled in a previous period (suggesting a time series).
That thenumber ofwells drilled in Texas had to be “calibrated” for use in
Pennsylvania is highly suggestive that variables other than the current
price explain drilling quantity and that these variables take on different
values in Pennsylvania than they do in Texas. These other variables could
very easily be correlated with price, implying a bias in the estimated
coefficient on price. Because the econometric model is utilized to
estimate the effects of a severance tax on natural gas, a discussion that
could influence public policy, greater attention should be devoted to
estimating an unbiased relationship between price andwell drilling. The
current estimate is unconvincing and potentially misleading.

Also, in the tax section, the comparison between Pennsylvania and
West Virginia is fragile. Certainly differences other than the regulatory
climate between the two states describe differences in gas extraction,
such as the proximity to major markets along the east coast. The report
does not provide convincing evidence that conditions experienced in
West Virginia are the direct consequence of a severance tax.

2.2. The Economic Impacts of the Pennsylvania Marcellus Shale Gas Play:
An Update

Considine et al. (2010) updates the economic impacts of shale gas
extraction on the Pennsylvania economy. The Penn State logo is again
featured prominently on the cover page. This update is also based on a
survey of firms in the industry. But rather than asking firms to report
detailed expenses as was done for the original report, the updated
survey asks firms to provide spending levels in a few broad categories
(lease/bonus spending, exploration costs, drilling expenses, gas proces-
sing costs, royalties paid and other spending). Results from this survey
suggest spending in these categories increased from $3.22 billion in
2008 to $4.54 billion in 2009. This increase in spending is attributed to
increases in drilling expenses and gas processing expenses in 2009.

The expense reports gathered for the original report (Considine et al.,
2009) were used as a benchmark to allow IMPLAN to estimate the
economic impacts. Results of the IMPLAN model suggest the Marcellus
gas industry contributed$7.17 billion to the Pennsylvania grossoutput—
implying a spending multiplier of 1.90. This multiplier is about 25%
higher than that found for other shale industries in the country—the
authors attribute this difference to the accuracy of each surveyed firm's
expense report relative to past studies. A second estimate of economic
impact, the value added to the Pennsylvania economy from the gas
industry, is estimated at $3.88 billion in 2009. The value added metric
subtracts inter-industry purchases from gross output. The industry is
also estimated to have contributed 44,098 jobs to the Pennsylvania
economy in 2009 and paid $389million in state and local taxes.

This report also estimates the quantity of natural gas produced in
Pennsylvania over the coming decade. The number of vertical and
horizontal wells drilled in 2010 and 2011 are estimated based on
industry responses to the survey. The number of wells drilled beyond
2011 is based upon the econometricmodel reported in the original 2009
report and discussed above. Thismodel forecasts that 3500wellswill be
drilled in 2020. Based on these assumptions, the report suggests natural
gasproduction inPennsylvaniawill increase from1 billion cubic feet per
day in 2010 to 13.5 billion cubic feet in 2020. The economic impact of
this gas production is estimated at $18.85 billion in value added,
$1.87 billion in state and local taxes, and nearly 212,000 jobs in 2020.

All three shortcomings that weakened the validity of the first report
are imbedded in this update aswell. The assumption is stillmade that all
lease and royalty payments are spent by households within the year
they are received, the assumption that 95% of all direct expenses occur
within Pennsylvania is still made, and the econometric model used to
forecast the quantity of well drilling solely as a function of the
contemporaneous price of gas is still applied. These three shortcomings,
once again, potentially undermine the accuracy of all results.

2.3. Projecting the Economic Impact of the Fayetteville Shale Play for
2008–2012

CBER (2008) estimate the economic impact of shale gas extraction
in Arkansas. The report features the logo of the University of Arkansas
on the cover page, but adds a disclaimer that although the gas
industry sponsored the research, the conclusions reached were not
influenced by outside parties. This research is based on a survey of
several firms extracting gas in Arkansas, and as above uses the
IMPLAN model to estimate the effect of gas extraction on economic
output and employment. Specifically, shale gas extraction is estimated
to increase gross revenues in the state of Arkansas by $2.6 billion in
2007 and generate 9533 jobs. These impacts are also forecasted for
years 2008 through 2012. These forecasts are based on planned
investments as identified by industry in the survey.

This study also estimates the impact of a severance tax on natural
gas extraction. Rather than relying on a potentially misspecified
econometric model, this study utilizes responses from the industry
survey. One survey question asked firms how a 5% severance tax
would affect planned investment expenditures. Responses suggested
firms would decrease investment expenditures by an average of 13%.
For comparison, Considine et al. (2009) estimate a 30% reduction in
investment expenditures from the severance tax.

3. Other Studies of the Economic Impact of Shale Gas Extraction

Three similar reports use the same approach as that used in the
reports discussed above to estimate the economic impact of shale gas
extraction on state and local economies. These reports are issued by
various consultants that are not affiliated with a prestigious academic
institution. One of these reports estimates the economic impact for
the state of Louisiana (Scott, 2009), one for the Dallas-Fort Worth
regional economy (The Perriman Group, 2009) and one for Broome
County, NY (Weinstein and Clower, 2009).1 Table 1 summarizes the

http://groundwork.iogcc.org/topics-index/shale-gas/topic-resources
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Table 1
Other studies, a comparison of assumptions.

Shale play Estimated impact In the year To the
economy of

Assumptions

Marcellus $4.2B in output
48,000 jobs

2009 Pennsylvania 100% royalties spent immediately
“The locations of all these suppliers and income recipients were determined using the company profile
databases Reference U.S.A. and Manta, which also provided the economic sector for each purchase”
(95% of direct spending in state)

Marcellus $8.04B in
revenues 88,588
jobs

2010 Pennsylvania 100% royalties spent immediately
“The locations of all these suppliers and income recipients were determined using the company profile
databases Reference U.S.A. and Manta, which also provided the economic sector for each purchase”
(95% of direct spending in state)

Barnett $11B in revenues
111,131 jobs

2008 Dallas/Ft.
Worth Area

“The amounts were fully adjusted to reflect those funds that are paid outside the region (and state) and
are further reduced to account for out-of-area spending, savings, and taxes.”

Hayensville $2.4B in revenues
32,742 jobs

2008 Louisiana All direct spending in state
Assumes households spend 5% of lease and royalty payments in 2008.

Fayetteville $2.6B in revenues
9533 jobs

2007 Arkansas Survey asks firms to report state of residence of employers, but not whether spending occurs in state or
out of state.

Marcellus $760M in
revenues 810 jobs

2000 wells over
10 year period

Broome
County, NY

Assumptions regarding percentage of drill spending in local economy not stated

Marcellus $2.06B in
revenues 2200
jobs

Gas production
per year

Broome
County, NY

Assumes 15% of royalty earnings remain in local economy
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findings of all six reports. Included in the table is a description of each
report's two assumptions regarding direct industry spending. The first
assumption is what percentage of direct industry spending is assumed
to occur within the state or local economy. Recall that the two reports
summarized above assumed 95% of all direct spending occurs within
the commonwealth of Pennsylvania. The assumption that most or all
spending occurswithin the local or state economy is shared bymost of
these other reports. One report assumed that only 15% of direct
industry spending occurred within Broome County, New York (this
study is also the only to delineate between the economic impacts of
drilling and that of extraction).

The second key assumption is what percentage of lease and royalty
payments are saved by households. The reports above and almost all
reports summarized in Table 2 assume all lease and royalty payments
received by households are spent in the year in which they were
received. The Louisiana study is unique by assuming households save
most of these windfall earnings and spend only 5% each year.

One additional report not summarized in Table 1 also estimates
economic impacts (Murray and Ooms, 2008). Rather than using a
model such as IMPLAN to forecast economic impacts, this report
compares historical data on population, incomes, and employment
over a 16 years in four regions of the country. The first studied region
is Denton County in Texas where gas has been extracted from the
Barnett shale since 2001. The second and third are Faulkner County
and White County in Arkansas within the Fayetteville shale play. Gas
exploration began in this region in 2002 but only 180 wells have been
Table 2
Average annual percent increases. (bold implies active shale gas extraction).

Region 1990–2000 2000–2006

Denton County, Texas Population ↑ 5.8% Population ↑ 5.8%
Barnett Shale (began 2001) Median HH Income ↑ 5.8% Median HH Income ↑

2.5%
Faulkner County, Arkansas Population ↑ 4.3% Population ↑ 2.8%
Fayetteville Shale
(began 2002)

Median HH Income ↑ 6.1% Median HH Income ↑
1.5%

Employment ↑ 4.8% Employment ↑ 1.1%
White County, Arkansas Population ↑ 2.2% Population ↑ 1.3%
Fayetteville Shale
(began 2002)

Median HH Income ↑ 6.3% Median HH Income ↑
2.1%

Employment ↑ 2.4% Employment ↑ 0.5%
10th Congressional Dist, PA Population ↑ 1.4% Population ↑ 0.1%
Marcellus Shale (began 2006) Median HH Income ↑ 4.0% Median HH Income ↑

2.5%
drilled as of 2006. The final region is the counties that comprise the
10th Congressional District in northeast Pennsylvania, where only
limited shale drilling occurred prior to 2006. The data provided are
divided into two periods. The first period is 1990–2000 when none of
the regions experienced gas drilling or extraction. The second time
period is 2000 to 2006 when gas extraction was active in three of the
four regions. Differences in growth rates of populations and per-capita
incomes experienced in counties with and without gas extraction
serves as a crude estimate of the economic impact of shale gas
extraction.

The authors of this report unfortunately draw the wrong
conclusions by describing changes in economic variables in shale
areas as “tremendous” and those in non-shale areas as “negligible”.
The data simply do not support these conclusions. Table 2 provides
the average annual percentage change in population, median
household income,2 and employment in each of these four regions
across both time periods used in the original report. Statistics marked
in bold are assumed to represent regions or time periods where shale
gas extraction was active. If gas extraction impacted the economy,
then we would expect to see populations, incomes, and employment
rise at greater rates in bold areas than in non-bold areas.

There are a host of economic variables that could explain
differences in these variables across time, so comparing within-region
statistics in the 1990–2000 periodwith those of the 2000–2006 period
would yield no insight into the economic effect of gas extraction. The
only way to make use of these data is to consider differences in
differences. Did the local economies in Texas or Arkansas experience a
different change from the early to the latter time period than the local
economy in Pennsylvania?

In Denton County, the average annual rate of population growth
did not change across the two periods. But in Arkansas, the average
annual population growth rate decreased in the two counties by 1.5%
(from 4.3% per year to 2.8% per year) and 0.9% (from 2.2% to 1.3%).
Compare these experiences with the case in Pennsylvania where the
average annual population growth rate decreases by 1.3% (from 1.4%
to 0.1%). Assuming that no other economic or demographic variables
affected Pennsylvania any differently than these other areas, then we
can estimate that shale gas drilling increased the annual population
growth rate by between 1.3% and a negative 0.2%.
2 It is not clear in the report whether incomes were adjusted for changes in overall
price levels (inflation).
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But howmuch did these additional workers earn? In terms of per-
capita incomes, all areas experienced a decrease in the average annual
growth rate in the second period relative to the first. It appears the U.S.
economy did not grow as strongly in the 2000–2006 period than it did
in the 1990–2000 period. But surprisingly the average annual growth
of per-capita income fell more sharply in the three counties with shale
drilling and extraction than was experienced in Pennsylvania. The
average annual growth of income decreased by 2.3% in Texas, 4.6% and
4.2% in Arkansas, but only 1.5% in Pennsylvania. Using the differences
in differences approach, and again assuming that no other economic or
demographic factors capita affect Pennsylvania any differently than
Texas or Arkansas, we can only conclude that shale drilling and
extraction activities decreased per-capita incomes by between 0.8%
and 3.1%.

Thus, comparing the data in Texas and Arkansas with that of
Pennsylvania crudely suggested that the impact on populations and
per-capita incomes is negligible. Economic impact of gas extraction to
the Pennsylvania economy could be quite small if (1) well drilling
utilizes out-of-state economic resources, and (2) landowners save or
spend their lease and royalty payments in other states or countries.
The possibility of these two occurrences may not be remote.

But Pennsylvania is a rather poor control area. Regional economic
and demographic forces are likely to affect the Pennsylvania economy
and the Texas and Arkansas economies in separate ways. If one were
to seriously utilize the differences in differences approach to estimate
economic impact, then a county or counties not involved with shale
gas extraction but within the south-central region of the county
would serve as a viable control area. But, based on a misinterpretation
of the data, this report adds very little to our understanding of the
economic impact of shale gas extraction.

4. Critique of Methods Used to Estimate Economic Impact

Economists are often interested in evaluating the economic impact
of an activity such as producing a good or service, completing an
investment project, or implementing a public policy measure. A
common goal of economic inquiry is whether the activity is
economically efficient. An activity is deemed efficient if the value
society places on the activity exceeds the value of all economic
resources allocated to performing the activity. That is, the activity is
deemed efficient if its benefits exceed its costs. Several research tools
are available to economists to estimate both benefits and costs of gas
extraction.

These reports, on the other hand, estimate economic impact of gas
extraction by estimating the effect on gross revenues, jobs created,
and tax revenue. The theoretical origins that justify this method of
estimating economic impact were developed by John Keynes in the
1930's to explain and understand the Great Depression (Snowdon and
Vane, 2005). A Keynesian economy arises wherever economic
resources such as labor, capital infrastructure, and natural resources
lay idle. The economy is not at full employment—surpluses of labor
are evident and factories are operating below capacity. The economic
solution to these economic episodes is to increase spending. Keynes
called upon the Federal Government to initiate this spending, but the
solution works just as well if the spending is initiated by a private
industry. Keynesian theory suggests that initial direct spending will
increase incomes that will consequently facilitate additional rounds of
spending. Economic resources such as labor and capital will be put
back to use to satisfy the new needs of consumers, and incomes
throughout the economy will increase. It is these economic effects
that these two reports attempt to estimate. Keynesian economics
guided both government policy makers and many economists for
most of the middle decades of the 20th century and receive renewed
attention during the fallout from the recent financial crisis of 2008.

The weaknesses of the Keynesian view of the economy were
articulated by economists such as Milton Friedman and other neo-
classical economists (Carlson and Spencer, 1975). Friedman envi-
sioned a limit for direct spending to increase incomes if economic
resources such as labor and physical capital are fully employed. The
Friedman economy made its appearance in the late 1960's and 1970's
—when high levels of direct spending by consumers, firms and
government stripped the economy of its economic resources and the
resulting shortages caused prices to rise (inflation). Additional direct
spending by the gas industry in such an economywould simply crowd
out spending by other industries. The many firms servicing pad
development, drilling, road construction, and frac water treatment
and removal would be unavailable for other purposes. The economic
impact of the shale gas industry on gross expenditures, jobs, and tax
revenues would therefore be zero. The economy has simply shifted
resources from the production of other goods and services towards
the extraction of natural gas. Economic resources necessary to fuel a
growing industry would either relocate from other regions of the
country or shift from local industries within the region. The IMPAN
model used to estimate these economic impacts largely ignores the
possibilities of direct spending crowding out other users of the
resource. For example, the hotels and restaurants that are at full
capacity serving the gas industry are no longer available to tourists
and other households. IMPLAN is not equipped to subtract the
spending from the crowded out tourists and therefore can overesti-
mate the economic impacts.

Thus, the economic impacts estimated in both reports are only
possible in an economy operating below full employment. The recent
direct spending from the gas industry during these past few years of
recession could have increased incomes as reported, but as the
economy recovers from the recent recession the economic impact
could dissipate.

Another theoretical weakness of this method of measuring
economic impact is the lack of economy-wide logical consistency. If
an economist ran an IMPLAN model on every industry, the direct
spending of each industry would be multiplied to estimate the effects
on the economy. But as every industry claims responsibility for jobs
and revenues in other industries that supply the industry, IMPLAN
would estimate more economic activity than actually occurs.
Undoubtedly there is an industry that could claim responsibility for
jobs and revenues within the natural gas industry. The residential
construction industry, for example, may claim that much of the
spending on gas extraction was induced by the construction of
residential homes. In the end, each industry is claiming partial
responsibility for the spending of every other industry. But simple
logic suggests things will not add up. Therefore, all impact statements
based on input–output models such as IMPLAN are likely overstated.

The popularity of using models such as IMPLAN for estimating
economic impact lies not upon its theoretical justification but upon its
relative ease (inexpense) when compared to cost-benefit analysis
described below. Estimating “local jobs created” also speaks the
language of elected officials, who are often more interested in short
term jobs reports than in the long term benefits that materialize with
economic efficiency. The third convenient attribute to the IMPLAN
method is the ability to separate economic impact to a specified
region or state. This ability once again is helpful to state-wide
politicians, who might care for more for the economy of their home
state than the economy of neighboring states.

5. Cost-Benefit Analysis

The question most economists and long-term oriented politicians
is whether the overall benefits of extracting the gas exceed the costs
(Hahn, 2010). Unfortunately neither of these six reports addresses
this question. This section outlines what a benefit-cost analysis of gas
extraction from the Marcellus shale might look like.

The first and most obvious benefit of extracting natural gas is that
natural gas is a source of energy useful for home heating, electricity
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generation, and to the production process in many industries. The
value the economy places on each unit of natural gas is measured
hypothetically as the most a household or firm would be willing to
pay (WTP) for each unit of gas. Whether the consumer of gas resides
within the studied economy or not is not material to the analysis. This
maximum WTP can be estimated by extrapolating from market data.
We observe quantities falling when prices rise, so the maximumWTP
was obviously exceeded by the price for at least some households,
utilities, and firms. With sufficient variation in market prices and
quantities, economists can estimate the maximum WTP (or “de-
mand”) for natural gas as a function of its price and other relevant
variables. The literature is full of such research (Al-Sahlawi, 1989).
These benefits to consumers of natural gas comprise by far the most
sizeable benefit of gas extraction.

Another benefit unique to natural gas production (relative to the
production of some other good or service) is the positive spillover
effects from using a relatively clean source of energy. If increases in
natural gas production reduce the demand for oil and coal, then for
any given level of energy consumption, carbon dioxide emissions and
other air pollutants such as sulfur and nitrogen decrease. Measuring
this benefit is rather tricky, but papers in the economics literature
have estimated the value of harm caused from carbon, sulfur, and
other air pollutants (Smith and Huang, 1995). These results could be
applied to estimate this benefit associated with natural gas extraction.

The costs of natural gas extraction include, perhaps paradoxically,
all of the items listed as “benefits” in the six reports discussed above.
Natural gas extraction requires labor, capital equipment, pipelines,
and raw materials. These economic resources, in a fully employed
economy, could have been allocated to other uses. The price paid to
secure these resources from these other industries indicates the value
of these resources to these other industries (had their value been
higher, the market price would have been higher). Thus, the quantity
of each economic resource times its market price – in fact the total
expenses by the industry as gathered in the surveys – represents the
cost of utilizing scarce economic resources to gas extraction.3

Another cost of natural gas extraction is the nuisance, noise, and
loss of privacy to the owners of the property hosting the drill pads.
Because land is privately owned and protected against unlawful
trespass by our legal system, gas extractors can only enter land with
permission from the property owner. This permission is granted only
with sufficient compensation for losses resulting from the nuisance. In
other words, the lease agreements and royalty payments paid to
landowners serve as credible estimate of the nuisance cost of drilling
for gas. This logic requires sufficient competition in the industry—gas
extractors must have many property owners to negotiate with and
property owners must have many gas extractors to negotiate with.

Third, the extraction of a nonrenewable natural resource such as
natural gas creates user costs. Extracting the gas in the present
imposes a cost to future generations who face lower stocks of the non-
renewable resource. These user costs are internalized by the gas
industry if property rights for natural supplies of shale gas are well
defined. If a particular extractor has secured a lease agreement to
extract gas from a particular shale field, then the extractor claims
ownership of that gas. With property rights secured and protected,
the extractor will only extract the gas if the price received today
exceeds the price expected tomorrow (after appropriate discounting).
If the extraction occurs today, then the extractor has imposed a cost
on itself because extracting today reduces the available gas to extract
in the future. The tastes and needs of future generations therefore
weigh upon the extractors decision to extract today, and user costs are
internalized by the extractor. This user cost will cause the market
price in the present to rise above the marginal current cost of
extraction.
3 Workers in a fully employed economy also need to be relocated and trained. This
latter cost may not appear in the industry's expense reports.
If, on the other hand, rights to extract gas from any particular area
are not well defined – perhaps gas migrates with changing
subterranean pressures – then any gas left in the ground for future
generations could be lost to the owner. The objective of the firm is to
extract the gas as quickly as possible before someone else does. The
costs to future generations are not considered in a “use it or lose it”
environment, andmarket prices today will fall to themarginal current
cost of extraction. In this case the user costs would have to be
estimated separately for inclusion in the cost-benefit analysis.

The final cost of gas extraction is the value of all damages done to
the natural environment (Weinstein and Clower, 2009). Hydraulic
fractioning involves the use of water from local streams. The backflow
(frac water) is radioactive and contains high levels of sodium and
other elements that are dangerous to wildlife. The natural habitat
surrounding well pads, service roads, and pipelines is segmented,
which presents difficulties for many species. Add to this the vehicular
traffic on roadways and the general nuisance to neighboring house-
holds that are not compensated by the industry. All of these costs are
external to the market and must be estimated using imperfect but
helpful economic research tools such as the hedonic pricing method,
the contingent valuation method, or the travel-cost method.

To conclude, economists possess the tools necessary to estimate all
benefits and costs associated with shale gas extraction. If the
economic value of the gas exceeds the sum of the internalized
production costs to industry plus the user costs plus the external
costs, then the economic benefits of gas extraction exceed the
economic costs. Gas extraction would have a positive economic
impact, and the magnitude of this impact would depend upon the
difference between the benefits and costs. Notice that jobs created,
revenues generated, or taxes paid are not part of the analysis.
6. Severance Tax or Pigouvian Tax?

Many of these reports estimate the consequences to the industry
and state economy from the imposition of a severance tax on natural
gas extraction and perhaps other policy measures. Based on the
imperfect econometric model described above (Considine et al.,
2009), one result suggests that a severance tax could decrease gas
drilling activity by 30%. But both omitted variables and econometric
misspecification may bias this result. A second report (CBER, 2008)
uses a survey of the industry to estimate drilling would decrease by an
average of 13%. But until a better model is specified, we do not know
with any confidence how industry will respond to a severance tax. For
example, natural gas prices recently decreased by over 50% between
the summer of 2008 and the late fall of 2009. These estimates predict a
150% to 300% reduction in well drilling. Yet, actual well drilling over
this period in Texas and Pennsylvania did not decrease by any
significant magnitude.

Economists generally support the implementation of excise taxes
on industries that generate external costs to the environment
(Baumol, 1972). The goal is not to transfer wealth from the industry
to the state, but to encourage industries to internalize all costs of their
production efforts. The optimal “Pigouvian” tax on each unit of gas
extracted should be set equal to the marginal external cost that each
unit of extracted gas generates. If firms respond to the tax by reducing
gas extraction, then the social costs of that gas extraction (the costs to
industry plus costs to others) must have exceeded the benefits of that
gas extraction. Firms therefore over extract natural gas in the absence
of the tax. Once the tax is implemented, the reduction in gas
extraction, whether it is 13% or 30%, yields positive benefits to society.
A tax set equal to the marginal social cost of extraction will encourage
firms to extract the socially optimal quantity of gas. As an added
benefit, the revenue generated from the severance tax can facilitate a
reduction in income taxes. Many economists argue that income taxes
slow economic activity (Bovenberg and Goulder, 1996).
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7. Conclusion

This paper reviewed several reports estimating the economic
impact from the extraction of natural gas from shale rock formations.
The review is necessitated by the need to distinguish consulting
reports released under academic institutional affiliation from peer
reviewed economic research. Three shortcomings were identified
from this peer review. These shortcomings could be corrected by
(1) including better assumptions of when and where households
spend windfall gains, (2) clarifying the process used to determine
where suppliers to the industry and royalty earnings households are
located (in state or not), and (3) developing a more appropriate
econometric model to estimate well drilling as a function of current
price and other relevant variables. Making these changes would likely
decrease the size of the economic impacts estimated in these papers,
but new estimates would likely be more accurate. Comments made
throughout these papers that estimates are “conservative” are for the
most part not appropriate and should be ignored. Given the
assumptions made in relation to these three shortcomings, the
estimates are very likely overstated.

If these reports are not widely read, then any harm done is
inconsequential. But if institutional affiliation increases the exposure
of these reports, then policy makers and other readers may be
misguided by questionable economic estimates. Providing accurate
estimates of the economic impact of shale extraction is important to
the functioning of the state economy. Households and firms can be
expected to base investment decisions on such forecasts, and
overstating the economic impacts to persuade government officials
could cause other disruptions in the economy if private investment
decisions are based on poorly estimated economic impacts.
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Executive Summary

Over the past decade, the oil and gas 
industry has fused two technolo-
gies—hydraulic fracturing and hori-

zontal drilling—to unlock new supplies 
of fossil fuels in underground rock forma-
tions across the United States. “Fracking” 
has spread rapidly, leaving a trail of con-
taminated water, polluted air, and marred 
landscapes in its wake. In fact, a growing 
body of data indicates that fracking is an 
environmental and public health disaster 
in the making.

However, the true toll of fracking does 
not end there. Fracking’s negative impacts 
on our environment and health come with 
heavy “dollars and cents” costs as well. In 
this report, we document those costs—rang-
ing from cleaning up contaminated water to 
repairing ruined roads and beyond. Many 
of these costs are likely to be borne by the 
public, rather than the oil and gas industry. 
As with the damage done by previous ex-
tractive booms, the public may experience 
these costs for decades to come.

The case against fracking is compelling 
based on its damage to the environment 
and our health alone. To the extent that 
fracking does take place, the least the public 

can expect is for the oil and gas industry 
to be held accountable for the damage it 
causes. Such accountability must include 
up-front financial assurances sufficient to 
ensure that the harms caused by fracking 
are fully redressed.

Fracking damages the environment, 
threatens public health, and affects 
communities in ways that can impose 
a multitude of costs:

Drinking water contamination –  
Fracking brings with it the potential for 
spills, blowouts and well failures that con-
taminate groundwater supplies.

•	 Cleanup of drinking water contami-
nation is so expensive that it is rarely 
even attempted. In Dimock, Penn-
sylvania, Cabot Oil & Gas reported 
having spent $109,000 on systems to 
remove methane from well water for 
14 local households, while in Colo-
rado, cleanup of an underground gas 
seep has been ongoing for eight years 
at a likely cost of hundreds of thou-
sands of dollars, if not more.
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•	 The provision of temporary replace-
ment water supplies is also expensive. 
Cabot Oil & Gas reported having 
spent at least $193,000 on replacement 
water for homes with contaminated 
water in Dimock, Pennsylvania.

•	 Fracking can also pollute drinking 
water sources for major municipal 
systems, increasing water treatment 
costs. If fracking were to degrade the 
New York City watershed with sedi-
ment or other pollution, construction 
of a filtration plant would cost  
approximately $6 billion.

Health problems – Toxic substances in 
fracking fluid and wastewater—as well as 
air pollution from trucks, equipment and 
the wells themselves—have been linked to 
a variety of negative health effects.

•	 The National Institute of Occupation-
al Safety and Health recently warned 
that workers may be at elevated risk of 
contracting the lung disease silicosis 
from inhalation of silica dust at frack-
ing sites. Silicosis is one of a family of 
dust-induced occupational ailments 
that imposed $50 million medical care 
costs in the United States in 2007. 

•	 Residents living near fracking sites 
have long suffered from a range of 
health problems, including headaches, 
eye irritation, respiratory problems 
and nausea—potentially imposing 
economic costs ranging from health 
care costs to workplace absenteeism 
and reduced productivity. 

•	 Fracking and associated activities also 
produce pollution that contributes 
to the formation of ozone smog and 
particulate soot. Air pollution from gas 
drilling in Arkansas’ Fayetteville Shale 
region imposed estimated public health 
costs of more than $10 million in 2008.

Natural resources impacts – Fracking 
converts rural and natural areas into indus-
trial zones, replacing forest and farm land 
with well pads, roads, pipelines and other 
infrastructure, and damaging precious 
natural resources.

•	 The clearance of forest land in Penn-
sylvania for fracking could lead to in-
creased delivery of nutrient pollution 
to the Chesapeake Bay, which already 
suffers from a vast nutrient-generated 
dead zone. The cost of reducing the 
same amount of pollution as could be 
generated by fracking would be ap-
proximately $1.5 million to $4 million 
per year.

•	 Gas operations in Wyoming have 
fragmented key habitat for mule deer 
and pronghorn, which are important 
draws for the state’s $340 million 
hunting and wildlife watching indus-
tries. The mule deer population in one 
area undergoing extensive gas extrac-
tion dropped by 56 percent between 
2001 and 2010.

•	 Fracking also produces methane 
pollution that contributes to global 
warming. Emissions of methane 
during well completion from each 
uncontrolled fracking well impose 
approximately $130,000 in social costs 
related to global warming.

Impacts on public infrastructure and 
services – Fracking strains infrastructure 
and public services and imposes cleanup 
costs that can fall on taxpayers.

•	 The truck traffic needed to deliver 
water to a single fracking well causes 
as much damage to local roads as 
nearly 3.5 million car trips. The 
state of Texas has approved $40 
million in funding for road repairs 
in the Barnett Shale region, while 



Executive Summary 3

Pennsylvania estimated in 2010 
that $265 million would be needed 
to repair damaged roads in the 
Marcellus Shale region. 

•	 The need for vast amounts of water 
for fracking is helping to drive  
demand for new water infrastructure 
in arid regions of the country. Texas’ 
official State Water Plan calls for 
the expenditure of $400 million on 
projects to support the mining sector 
over the next 50 years, with fracking 
projected to account for 42 percent of 
mining water use by 2020.

•	 The oil and gas industry has left 
thousands of orphaned wells from 
previous fossil fuel booms. Taxpayers 
may wind up on the hook for the 
considerable expense of plugging and 
reclaiming orphaned wells—Cabot 
Oil & Gas claims to have spent 
$730,000 per well to cap three shale 
gas wells in Pennsylvania.

•	 Fracking brings with it increased 
demands for public services. A 2011 
survey of eight Pennsylvania counties 
found that 911 calls had increased in 
seven of them, with the number of 
calls increasing in one county by 49 
percent over three years.

Broader economic impacts – Frack-
ing can undercut the long-term economic 
prospects of areas where it takes place. A 
2008 study found that Western counties 
that have relied on fossil fuel extraction 
are doing worse economically compared 
with peer communities and are less well-
prepared for growth in the future. 

•	 Fracking can affect the value of 
nearby homes. A 2010 study in Texas 
concluded that houses valued at more 
than $250,000 and within 1,000 feet 
of a well site saw their values decrease 
by 3 to 14 percent.

•	 Fracking has several negative im-
pacts on farms, including the loss of 
livestock due to exposure to spills of 
fracking wastewater, increased dif-
ficulty in obtaining water supplies for 
farming, and potential conflicts with 
organic agriculture. In Pennsylvania, 
the five counties with the heaviest 
Marcellus Shale drilling activity saw 
an 18.5 percent reduction in milk 
production between 2007 and 2010.

As with previous fossil fuel booms 
that left long-term impacts on the envi-
ronment, there is every reason to believe 
that the public will be stuck with the bill 
for many of the impacts of fracking.

Defining “Fracking” 

In this report, when we refer to the impacts of “fracking,” we include impacts 
resulting from all of the activities needed to bring a well into production using 

hydraulic fracturing, to operate that well, and to deliver the gas or oil produced 
from that well to market. The oil and gas industry often uses a more restrictive 
definition of “fracking” that includes only the actual moment in the extraction 
process when rock is fractured—a definition that obscures the broad changes to 
environmental, health and community conditions that result from the use of frack-
ing in oil and gas extraction.
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•	 Existing legal rules are inadequate 
to protect the public from the costs 
imposed by fracking. Current bonding 
requirements fail to assure that 
sufficient funds will be available for 
the proper closure and reclamation 
of well sites, and do nothing at all 
to ensure that money is available to 
fix other environmental problems or 
compensate victims. Further, weak 
bonding requirements fail to provide 
an adequate incentive for drillers to 
take steps to prevent pollution before 
it occurs.

•	 Current law also does little to protect 
against impacts that emerge over 
a long period of time, have diffuse 
impacts over a wide area, or affect 
health in ways that are difficult 
to prove with the high standard 

of certainty required in legal 
proceedings. 

The environmental, health and com-
munity impacts of fracking are severe 
and unacceptable. Yet the dirty drilling 
practice continues at thousands of sites 
across the nation. Wherever fracking 
does occur, local, state and federal govern-
ments should at least:

•	 Comprehensively restrict and 
regulate fracking to reduce its 
environmental, health and community 
impacts as much as possible.

•	 Ensure up-front financial 
accountability by requiring oil and 
gas companies to post dramatically 
higher bonds that reflect the true costs 
of fracking.  
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In Appalachia, more than 7,500 miles 
of streams are polluted with acid mine 
drainage—the legacy of coal mining. 

Many of those streams still run orange-
colored and lifeless decades after mining 
ended. The ultimate cost of cleaning up 
acid mine drainage in Pennsylvania alone 
has been estimated at $5 billion.1

Texas has more than 7,800 orphaned 
oil and gas wells—wells that were never 
properly closed and whose owners, in many 
cases, no longer exist as functioning busi-
ness entities.2 These wells pose a continual 
threat of groundwater pollution and have 
cost the state of Texas more than $247 
million to plug.3

In the western United States, uranium 
mining and milling have contaminated 
both water and land. The cost to taxpayers 
of cleaning up the uranium mills has been 
estimated at $2.3 billion, while the cost 
of cleaning up abandoned mines has been 
estimated at $14 million per mine.4

Over and over again, throughout Ameri-
can history, short-term resource extraction 
booms have left a dirty long-term legacy, 
imposing continuing costs on people and 
the environment years or decades after 

those who profited from the boom have 
left the scene. 

Today, America is in the midst of a new 
resource extraction boom, one driven by a 
process colloquially known as “fracking.” 
In just over a decade, fracking has spread 
across the country, unlocking vast supplies 
of previously inaccessible oil and gas from 
underground rock formations.

The costs of fracking—in environmen-
tal degradation, in illness, and in impacts 
on infrastructure and communities—are 
only just now beginning to be understood 
and tallied. It is also now becoming clear 
that the nation’s current system of safe-
guards is incapable of protecting the public 
from having to shoulder those sizable costs 
in the years and decades to come.

The burdens imposed by fracking are 
significant, and the dangers posed to the 
environment and public health are great. 
If fracking is to continue, the least the 
American people should expect is for our 
laws to ensure that those who reap the 
benefits also bear its full costs. 

The landscapes of Appalachia, Texas and 
the American West are living testaments 
to the need to hold industries accountable 

Introduction
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for cleaning up the damage they cause. As 
fracking unleashes yet another extractive 
boom, the time has come to ensure that 

this history does not repeat itself in the 
21st century.
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Over the past decade, the oil and gas 
industry has married two technolo-
gies—horizontal drilling and hy-

draulic fracturing—to create a potent new 
combination that is being used to tap fossil 
fuels locked in previously difficult-to-reach 
rock formations across the United States. 
This technology, known as high-volume 
horizontal hydraulic fracturing—or, collo-
quially, “fracking”—has broad implications 
for the environment and public health. 

Defining “Fracking”
Public debates about fracking often de-
scend into confusion and contradiction due 
to a lack of clarity about terms. To the oil 
and gas industry, which seeks to minimize 
the perceived impacts, “fracking” refers 
only to the actual moment in the extraction 
process where rock is fractured by pumping 
fluid at high pressure down the well bore. 
Limiting the definition of fracking in this 
way also allows the oil and gas industry to 
include its long history of using hydraulic 
fracturing in traditional, vertical wells—a 

process with fewer impacts than the tech-
nology being used in oil and gas fields 
today—to create a false narrative about the 
safety of fracking. It is only according to 
this carefully constructed definition that 
ExxonMobil CEO Rex Tillerson could 
say, as he did in a Congressional hearing in 
2011, that “[t]here have been over a million 
wells hydraulically fractured in the history 
of the industry, and there is not one, not 
one, reported case of a freshwater aquifer 
having ever been contaminated from hy-
draulic fracturing.”5 

Just as only a small portion of an ice-
berg is visible above the water, only a 
small portion of the impacts of fracking 
are the direct result of fracturing rock. 
Each step in the process of extracting oil 
or gas from a fracked well has impacts on 
the environment, public health and com-
munities. Thus, any reasonable assessment 
of fracking must include the full cycle of 
extraction operations before and after the 
moment where rock is cracked open with 
fluid under high pressure. 

In this report, when we refer to the 
impacts of “fracking,” we include impacts 
resulting from all of the activities needed 
to bring a well into production using hy-

Fracking: The Process and its Impacts
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draulic fracturing, to operate that well, and 
to deliver the gas or oil extracted from that 
well to market.

The Fracking Process
Fracking is used to unlock gas or oil 
trapped in underground rock formations, 
allowing it to flow to the surface, where it 
can be captured and delivered to market. 
Fracking combines hydraulic fracturing, 
which uses a high-pressure mixture of wa-
ter, sand and chemicals to break up under-
ground rock formations, with horizontal 
drilling, which enables drillers to fracture 
large amounts of rock from a single well.

The combination of hydraulic fractur-
ing with horizontal drilling has magnified 
the environmental impacts of oil and gas 
extraction. Whereas traditional, low-

volume hydraulic fracturing used tens of 
thousands of gallons of water per well, 
today’s high-volume hydraulic fractur-
ing operations use millions of gallons of 
water, along with a different combination 
of sand and chemical additives, to extract 
gas or oil.

A vast amount of activity—much of it 
with impacts on the environment and near-
by communities—is necessary to bring a 
fracking well into production and to deliver 
the gas extracted from that well to market. 
Among those steps are the following:

Well Site Preparation and Road 
Construction
Before drilling can begin, several acres of 
land must be cleared of vegetation and lev-
eled to accommodate drilling equipment, 
gas collection and processing equipment, 
and vehicles. Additional land must be 
cleared for roads to the well site, as well 

Fracking imposes a range of environmental, health and community impacts. Above, a fracking well 
site is built in a forested area of Wetzel County, W.Va. Credit: Robert Donnan
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as for any pipelines needed to deliver gas 
to market.

Materials Assembly
Hydraulic fracturing requires massive 
amounts of water, sand and chemicals—all 
of which must be obtained and delivered 
to the well site. Water for fracking comes 
either from surface waterways, groundwa-
ter or recycled wastewater from previous 
fracking activities, with millions of gal-
lons of water required for each well. The 
special grade of sand used in fracking must 
be extracted from the ground—often from 
silica mines in the upper Midwest—and 
transported to the well site. Water, sand 
and other materials must be carried to 
well sites in trucks, tearing up local roads, 
creating congestion, and producing local 
level air pollution.

Drilling and Hydraulic Fracturing
Once the necessary machinery and ma-
terials are assembled at the drilling site, 
drilling can begin. The well is drilled to 
the depth of the formation that is being 
targeted. In horizontally drilled wells, the 
well bore is turned roughly 90 degrees 
to extend along the length of the forma-
tion. Steel “casing” pipes are inserted to 
stabilize and contain the well, and the 
casing is cemented into place. A mix of 
water, sand and chemicals is then injected 
at high pressure—the pressure causes the 
rock formation to crack, with the sand 
propping open the gaps in the rock. Some 
of the injected water then flows back out 
of the well when the pressure is released 
(“flowback” water), followed by gas and 
water from the formation (“produced 
water”).

Equipment is put in place in preparation for hydraulic fracturing at a well site in Troy, Pa. In 
hydraulic fracturing, a combination of water, sand and chemicals is injected at high pressure to 
fracture oil or gas-bearing rock formations deep underground. Credit: New York Department 
of Environmental Conservation
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Gas Processing and Delivery
As natural gas f lows from the fracked 
well, it must be collected, purified and 
compressed for injection into pipelines and 
delivery to market.

Wastewater Management and 
Disposal
Flowback and produced water must be 
collected and disposed of safely. Waste-
water from fracking wells is often stored 
onsite temporarily in retention ponds 
or tanks. From there, the fluid may be 
disposed of in an underground injection 
well or an industrial wastewater treatment 
plant, or it may be treated and re-used in 
another fracking job. 

Plugging and Reclamation
To prevent future damage to the envi-
ronment and drinking water supplies, 

wells must be properly plugged and the 
land around them restored to something 
approaching its original vegetated condi-
tion. This involves plugging the well with 
cement, removing all unnecessary struc-
tures from the well pad, and replanting 
the area. 

Fracking and the New  
Gas/Oil Rush
From its beginnings in the Barnett Shale 
region of Texas at the turn of the 21st centu-
ry, the use of fracking has spread across the 
United States with breathtaking speed. A 
decade later, the combination of high-vol-
ume hydraulic fracturing with horizontal 
drilling has been used in thousands of oil 

Figure 1. Shale Gas and Oil Plays6
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and gas wells across the country—despite 
persistent questions about the impact of 
the technology and supporting activities 
on the environment, public health and 
communities. 

Roughy half of U.S. states, stretching 
from New York to California, sit atop shale 
or other rock formations with the potential 
to produce oil or gas using fracking. As 
fracking has made oil and gas extraction 
viable in more of these formations, it is 
bringing drilling closer to greater num-
bers of people as well as precious natural 
resources. 

• Between 2003 and 2010, more than 
11,000 wells were drilled in the Fort 
Worth basin of Texas’ Barnett Shale 
formation.7 The Barnett Shale under-
lies one of the most populous regions 
of the state—the Dallas-Fort Worth 
Metroplex—and drilling has taken 
place in urban and suburban neigh-
borhoods of the region. 

• In Pennsylvania’s Marcellus Shale, 
more than 6,300 shale gas wells have 
been drilled since 2000; permits 
have been issued that would allow 
for more than 2,400 additional wells 
to be drilled.8 A 2011 analysis by 
PennEnvironment Research & Policy 

Center found that 104 day care centers 
and 14 schools in Pennsylvania were 
located within a mile of a shale gas 
well; that figure is certainly higher 
today.9

• In Colorado, fracking has taken off 
in the oil-producing Niobrara Shale 
formation. Weld County, Colorado, 
located just north of Denver and just 
east of Fort Collins, has seen the per-
mitting of more than 1,300 horizontal 
wells since the beginning of 2010.10

Oil and gas companies are aggressively 
seeking to expand fracking to places where 
more people live (including the city of 
Dallas) and to treasured natural areas (in-
cluding the Delaware River Basin, which 
provides drinking water for 15 million 
people). Wherever this new gas rush is 
allowed, it will impose significant impacts 
on the environment, public health and 
communities. To add insult to injury, these 
impacts also come with heavy price tags 
that will all too often be borne by individ-
ual residents and their communities. The 
following section of this report provides a 
breakdown of fracking impacts along with 
examples of the real-life costs already being 
imposed on America’s environment and 
our communities.
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A great deal of public attention has 
been focused on the immediate 
impacts of fracking on the environ-

ment, public health and communities. 
Images of f laming water from faucets, 
stories of sickened families, and incidents 
of blowouts, spills and other mishaps have 
dramatically illustrated the threats posed 
by fracking. 

Less dramatic, but just as important, 
are the long-term implications of frack-
ing—including the economic burdens 
imposed on individuals and communities. 
In this paper, we outline the many eco-
nomic costs imposed by fracking and show 
that, absent greatly enhanced mechanisms 
of financial assurance, individuals, commu-
nities and states will be left to bear many 
of those costs. 

Drinking Water  
Contamination
Fracking can pollute both 
groundwater and surface 
waterways such as rivers, 
lakes and streams. In rural areas, where 
the bulk of fracking takes place, residents 
may rely on groundwater for household 
and agricultural use. Alternative sources 
of water—such as municipal water sup-
plies—may be unavailable or prohibitively 
expensive.

Fracking has polluted drinking water 
sources in a variety of ways. 

The Costs of Fracking

Residents of Dimock, Pennsylvania, are among 
those who have reported drinking water contami-
nation in the wake of nearby fracking activity. 
Here, discolored water from local wells illustrates 
the change in water quality following fracking. 
Photo: Hudson Riverkeeper
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• Spills and well blowouts have released 
fracking chemicals and flowback or 
produced water to groundwater and 
surface water. In Colorado and New 
Mexico, an estimated 1.2 to 1.8 per-
cent of all gas drilling projects result 
in groundwater contamination.11

• Waste pits containing flowback and 
produced water have frequently failed. 
In New Mexico, substances from 
oil and gas pits have contaminated 
groundwater at least 421 times.12

• Faulty well construction has caused 
methane and other substances to find 
their way into groundwater.13

Recent studies have suggested that 
fracking may also pose a longer-term threat 
of groundwater contamination. One study 
used computer modeling to conclude that 
natural faults and fractures in the Mar-
cellus Shale region could accelerate the 
movement of fracking chemicals—possibly 
bringing these contaminants into contact 
with groundwater in a matter of years.14 In 
addition, a recent study by researchers at 
Duke University found evidence for the ex-
istence of underground pathways between 
the deep underground formations tapped 
by Marcellus Shale fracking and ground-
water supplies closer to the surface.15 The 
potential for longer-term groundwater 
contamination from fracking is particu-
larly concerning, as it raises the possibility 
that contamination will become apparent 
only long after the drillers responsible have 
left the scene. 

Among the costs that result from 
drinking water contamination are the fol-
lowing:

Groundwater Cleanup
Groundwater is a precious and often lim-
ited natural resource. Once contaminated, 

it can take years, decades or even centuries 
for groundwater sources to clean them-
selves naturally.16 As a result, the oil and 
gas industry must be held responsible for 
restoring groundwater supplies to their 
natural condition.

Methane contamination of well water 
poses a risk of explosion and is often ad-
dressed by removing it from water at the 
point of use. In Dimock, Pennsylvania, 
Cabot Oil & Gas reported having spent 
$109,000 on meth-
ane removal sys-
tems for 14 local 
households in the 
wake of drilling-
related methane 
contamination of 
local groundwater 
supplies. In addi-
tion, the company 
spent $10,000 on 
new or extended vent stacks to prevent 
the build-up of methane gas in residents’ 
homes.17 Such measures do not remove 
methane from groundwater supplies, but 
merely eliminate the immediate threat to 
residents’ homes. 

Removing other toxic contaminants 
from groundwater is so costly that it it 
rarely attempted, with costs of hundreds 
of thousands of dollars or more. 

In 2004, improper cementing of a frack-
ing well in Garfield County, Colorado, 
caused natural gas to vent for 55 days into 
a fault terminating in a surface waterway, 
West Divide Creek.18 In response to the 
leak, the company responsible for drill-
ing the well, Encana, engaged in regular 
testing of nearby wells and installed equip-
ment that injects air into the groundwater, 
enabling chemical contaminants in the 
water to become volatile and be removed 
from the water, using a process known as 
air sparging. These activities began in 2004 
and were still ongoing as of mid-2012.19 

The cost of groundwater remediation 
in the Garfield County case is unknown, 

“In Dimock, 
Pennsylvania, 

Cabot Oil & Gas 
reported having 

spent $109,000 on 
methane removal 

systems for  
14 households.”
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but likely runs into the hundreds of 
thousands of dollars, if not more. A 2004 
Environmental Protection Agency (EPA) 
document, referring to the work of a fed-
eral roundtable on environmental cleanup 
technologies, estimated the cost of air 
sparging at $150,000 to $350,000 per acre.20 
Adjusting for inflation, and assuming that 
the extent of the seep was correctly esti-
mated by Encana at 1.3 acres, one could 
estimate the cost of the sparging operation 
in 2012 dollars at $248,000 to $579,000.21 
In addition, as of May 2012, Encana and 
its contractors had collected more than 
1,300 water samples since the seep began.22 
Again, the cost of this sampling and testing 
is unknown, but could be conservatively 
estimated to be in the tens of thousands of 
dollars. Cabot Oil & Gas, for example, in-
curred $700,000 in water testing expenses 
in the wake of concerns about groundwater 
contamination from a fracking well in Di-
mock, Pennsylvania.23

The Colorado example shows that 
the process of cleaning up contaminated 
groundwater can take years to complete, 
underscoring the need for protections 
to ensure that drillers have the financial 
wherewithal to fulfill their obligations to 
clean up pollution.

Water Replacement 
As noted above, the process of cleaning up 
contaminated groundwater can take years. 

In the meantime, 
residents must be 
provided with clean, 
temporary sources 
of drinking water. 

The Colorado 
and Pennsylvania 
e x a mple s  ab ove 
demonst rate the 

high cost of supplying replacement water 
to households dependent on contami-
nated wells. In Colorado, Encana offered 
“complete water systems and potable water 

delivery” to homes within a two-mile area 
of the West Divide Creek gas seep, at an 
estimated cost of $350,000.24 These deliv-
eries continued into 2006. In Pennsylvania, 
Cabot Oil & Gas provided at least $193,000 
worth of water to homes affected by con-
tamination there.25 A permanent solution 
to water issues in Dimock—the extension 
of municipal water to the neighborhood—
was estimated to cost $11.8 million.26 

Water Treatment Costs Due to  
Surface Water Contamination
Fracking and related activities may reduce 
the quality of rivers and streams to the point 
where municipali-
ties must invest in 
additional water 
treatment in or-
der to make water 
safe to drink. 

The most sig-
nificant impacts 
of fracking on riv-
ers and streams 
used for drinking 
water come not 
from individual 
spills, blowouts or 
other accidents, but rather from the effects 
of fracking many wells in a given area at the 
same time. Widespread fracking can dam-
age waterways through water withdrawals 
from river basins, the dumping of fracking 
wastewater into rivers, or increased sedi-
mentation resulting from land clearance 
for well pads, pipelines and other natural 
gas infrastructure.

Damage from widespread fracking may 
require water utilities to invest in expensive 
additional treatment. New York City’s wa-
ter supply, for example, comes from upstate 
New York watersheds that are sufficiently 
pristine that water filtration is not required. 
Should gas drilling—or any other pollut-
ing activity—require additional treatment, 
New York would be required to build one 

“Cabot Oil & 
Gas provided at 
least $193,000 

worth of water to 
homes affected by 
contamination.”

“Should gas 
drilling require 

drinking water to 
undergo additional 

treatment, New York 
would be required 
to build one of the 

world’s largest 
filtration plants at 

an estimated cost of 
$6 billion.”
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of the world’s largest water filtration plants. 
New York has already had to take this step 
for one major source of drinking water, 
spending $3 billion to build a filtration 
plant for the part of the watershed east of 
the Hudson River.27 The cost of doing the 
same for areas west of the Hudson, which 
sit atop the Marcellus Shale formation, 
was estimated in 2000 to be as much as 
$6 billion.28 

Health Problems
Fracking produces pollu-
tion that affects the health 
of workers, nearby residents 
and even people living far 
away. Toxic substances in fracking chemi-
cals and produced water, as well as pollu-
tion from trucks and compressor stations, 

have been linked to a variety of negative 
health effects. Chemical components of 
fracking fluids, for example, have been 
linked to cancer, endocrine disruption, 
and neurological and immune system 
problems.29

The legal system often offers little re-
lief for those whose health is impacted by 
chemically tainted air or water. In order 
to prevail in court, an individual affected 
by exposure to toxic chemicals must prove 
that he or she has been exposed to a spe-
cific toxic chemical linked to the health 
effects that they are experiencing and that 
the exposure was caused by the defendant 
(as opposed to the many other sources 
of possible exposure to toxic chemicals 
that most people experience every day).30 
Meeting that high legal standard of proof is 
costly—usually requiring extensive medi-
cal and environmental testing and expert 
testimony—and difficult, given corporate 

The disposal of fracking wastewater in open pits contributes to air pollution, while leakage from improperly 
lined pits has contaminated groundwater and surface water. Chemicals present in fracking wastewater 
have been linked to serious health problems, including cancer. Credit: Mark Schmerling
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attorneys’ track record of exploiting gaps 
in scientific knowledge to cast doubt on 
claims of harm from toxic chemical ex-
posures. As a result, many citizens whose 
health has been affected by fracking may be 
discouraged from taking their complaints 
to court. 

Individuals and taxpayers, therefore—
rather than polluters—may bear much of 
the financial burden for health costs result-
ing from fracking.

Nearby Residents Getting Sick
Emissions from fracking wellsites contain 
numerous substances that make people 
sick. 

In Texas, monitoring by the Texas 
Department of Environmental Quality de-
tected levels of benzene—a known cancer-
causing chemical—in the air that were high 
enough to cause immediate human health 
concern at two sites in the Barnett Shale 
region, and at levels that pose long-term 
health concern at an additional 19 sites. 

Several chem-
icals were also 
found at levels 
that can cause 
foul odors.31 
Less exten-
sive test ing 
c o n d u c t e d 
by the Penn-
sylvania De-
partment of 
Environmen-
ta l  Protec-
tion detected 
components 
of natural gas, 

particularly methane, in the air near 
Marcellus Shale drilling operations.32 Air 
monitoring in Arkansas has also found 
elevated levels of volatile organic com-
pounds (VOCs)—some of which are also 
hazardous air pollutants—at the perimeter 
of hydraulic fracturing sites.33

Residents living near fracking sites 
have long suffered from a range of health 
problems, including headaches, eye irrita-
tion, respiratory problems and nausea.34 
In western Pennsylvania, for example, 
residents living near one fracking well site 
have complained of rashes, blisters and 
other health effects that they attribute to a 
wastewater impoundment.35 An investiga-
tion by the investigative journalism website 
ProPublica uncovered numerous similar 
reports of illness in western states.36 

A recent study by researchers at the 
Colorado School of Public Health found 
that residents living within a half-mile of 
natural gas wells in one area of Colorado 
were exposed to air pollutants that in-
creased their risk of illness.37 The report 
noted that “health effects, such as head-
aches and throat and eye irritation re-
ported by residents during well completion 
activities occurring in Garfield County, 
are consistent with known health effects 
of many of the hydrocarbons evaluated in 
this analysis.”38

These health impacts are unacceptable 
regardless of the economic cost. But they 
also have significant economic impacts, 
including: 

• Health care costs, including inpatient, 
outpatient and prescription drug costs;

• Workplace absenteeism;

• “Presenteeism,” or reduced productiv-
ity at work.39

Major health problems such as cancer 
are obviously costly. The average case of 
cancer in the United States in 2003 im-
posed costs in treatment and lost produc-
tivity of approximately $30,000.40

The economic impacts of less severe 
problems such as headaches and respiratory 
symptoms can also add up quickly. Each 
day of reduced activity costs the economy 
roughly $50 while a missed day of work 

“Residents living near 
fracking sites have long 
suffered from a range 
of health problems, 

including headaches, 
eye irritation, 

respiratory problems 
and nausea—imposing 
economic costs ranging 

from health care 
costs to workplace 
absenteeism and 

reduced productivity.”
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costs approximately $105.41 The economic 
value to individuals of avoiding one ex-
posure to hydrocarbon odors per week is 
approximately $26 to $36 per household.42 
As fracking continues to spread, particu-
larly in areas close to population centers, 
the number of residents affected by these 
health problems—already substantial—is 
likely to increase. 

Worker Injury, Illness, and Death
Fracking is dangerous business for workers. 
Nationally, oil and gas workers are seven 
times more likely to die on the job than 
other workers, with traffic accidents, death 
from falling objects, and explosions the 
leading causes of death. Between 2003 and 
2008, 648 oil and gas workers nationwide 
died from on-the-job injuries.43 Workers at 
fracking well sites are vulnerable to many 
of these same dangers, as well as one that 

is specific to fracking: inhalation of silica 
sand. 

Silica sand is used to prop open the 
cracks formed in underground rock forma-

tions during fracking. As silica is moved 
from trucks to the well site, silica dust can 
become airborne. Without adequate pro-
tection, workers who breathe in silica dust 
can develop an elevated risk of contracting 
silicosis, which causes swelling in the lungs, 
leading to the development of chronic 

“The National Institute of Occupational 
Safety and Health recently warned that 

workers at fracking sites may be at risk of 
contracting the lung disease silicosis from 

inhalation of silica dust. Silicosis is one 
of a family of dust-induced occupational 

ailments that imposed $50 million in 
medical care costs in 2007.”

Fracking can be a dangerous business for workers. The National Institute for Occupational Safety 
and Health recently found dangerous levels of airborne silica at fracking sites in several states, while 
workers also risk injury from traffic accidents, falling objects, explosions and other hazards. Workers, 
their families and the public often bear much of the costs of workplace illness and injury. Credit: Mark 
Schmerling 
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cough and breathing difficulty.44 Silica 
exposure can also cause lung cancer.45

 A recent investigation by the National 
Institute for Occupational Safety and 
Health (NIOSH) found that workers at 
some fracking sites may be at risk of lung 
disease as a result of inhaling silica dust. 
The NIOSH investigation reviewed 116 
air samples at 11 fracking sites in Arkansas, 
Colorado, North Dakota, Pennsylvania 
and Texas. Nearly half (47 percent) of the 
samples had levels of silica that exceeded 
the Occupational Safety and Health 
Administration’s (OSHA) legal limit for 
workplace exposure, while 78 percent 
exceeded OSHA’s recommended limits. 
Nearly one out of 10 (9%) of the samples 
exceeded the legal limit for silica by a fac-
tor of 10, exceeding the threshold at which 
half-face respirators can effectively protect 
workers.46

Silicosis is one of a family of dust-in-
duced occupational ailments (including 
asbestosis and black lung disease) that have 
long threatened the health of industrial 
workers. A recent study estimated that this 
category of occupational disease imposed 
costs in medical care alone of $50 million 
in 2007.47 

Workers, their families and taxpayers 
are often forced to pick up much of the cost 
of workplace illnesses and injuries. A 2012 
study by researchers at the University of 
California, Davis, estimated that workers 
compensation insurance covers only about 
20 percent of the total costs of workplace 
illness and injury, with government pro-
grams such as Medicaid and Medicare, as 
well as workers and their families, bearing 
much of the burden in health care costs and 
lost productivity.48

Air Pollution Far from the  
Wellhead
Air pollution from fracking also threatens 
the health of people living far from the 
wellhead—especially children, the elderly 

and those with respiratory disease. 
Fracking produces a variety of pol-

lutants that contribute to regional air 
pollution problems. VOCs in natural gas 
formations contribute to the formation 
of ozone “smog,” which reduces lung 
function among healthy people, trig-
gers asthma attacks, and has been linked 
to increases in 
school absences, 
hospita l v isit s 
and premature 
death.49 Some 
VOCs are also 
considered “haz-
ardous air pol-
lutants,” which 
have been linked 
to cancer and other serious health effects. 
Emissions from trucks carrying water 
and materials to well sites, as well as from 
compressor stations and other fossil fuel-
fired machinery, also contribute to the 
formation of smog and soot that threatens 
public health.

Fracking is a significant source of 
air pollution in areas experiencing large 
amounts of drilling. A 2009 study in five 
Dallas-Fort Worth-area counties experi-
encing heavy Barnett Shale drilling activity 
found that oil and gas production was a 
larger source of smog-forming emissions 
than cars and trucks.50 Completion of a sin-
gle uncontrolled natural gas well produces 
approximately 22.7 tons of volatile organic 
compounds (VOC) per well—equivalent to 
the annual VOC emissions of about 7,000 
cars—as well as 1.7 tons of hazardous air 
pollutants and approximately 156 tons 
of methane, which contributes to global 
warming.51

Well operations, storage of natural 
gas liquids, and other activities related to 
fracking add to the pollution toll, playing 
a significant part in regional air pollution 
problems. In Arkansas, for example, gas 
production in the Fayetteville Shale re-
gion was estimated to be responsible for 

“Air pollution from 
drilling in Arkansas’ 
Fayetteville Shale in 
2008 likely imposed 
public health costs 

greater than  
$10 million in 2008.”
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2.6 percent of the state’s total emissions 
of nitrogen oxides (NOx).

52 An analysis 
conducted for New York State’s revised 
draft environmental impact statement 
on Marcellus Shale drilling posited that, 
in a worst case scenario of widespread 
drilling and lax emission controls, shale 
gas production could add 3.7 percent to 
state NOx emissions and 1.3 percent to 
statewide VOC emissions compared with 
2002 emissions levels.53 

The public health costs of pollution 
from fracking are significant. The fi-
nancial impact of ozone smog on public 
health has been estimated at $1,648 per 
ton of NOx and VOCs.54 Applying those 
costs to emissions in five counties of the 
Dallas-Fort Worth region with signifi-
cant Barnett Shale drilling, the average 
public health cost of those emissions 
would be more than $270,000 per day 
during the summer ozone season.55 In 
Arkansas, the nearly 6,000 tons of NOx 
and VOCs emitted in 2008 would impose 
an annual public health cost of roughly 
$9.8 million.56 

Various aspects of fracking also create 
particulate—or soot—pollution. A 2004 
EPA regulatory impact analysis for new 
standards for stationary internal combus-
tion engines often used on natural gas 
pipelines and in oil and gas production, 
for example, estimated the benefit of 
reducing one ton of particulates under 
10 microns in diameter (PM10) at $8,028 
per ton.57 Using this figure, the economic 
benefit of eliminating PM10 emissions 
from Arkansas’ Fayetteville Shale would 
be roughly $5.4 million per year.

Air pollution from drilling in Arkan-
sas’ Fayetteville Shale in 2008, therefore, 
likely imposed public health costs greater 
than $10 million in 2008, with additional, 
unquantified costs imposed in the form 
of lost agricultural production and lower 
visibility. 

Damage to  
Natural Resources
Fracking threatens valu-
able natural resources all 
across the country. Fracking converts rural 
and natural areas into industrialized zones, 
with forests and agricultural land replaced 
by well pads, roads, pipelines and natural 
gas infrastructure. The effects of this 
development are more than just aesthetic, 
as economists have increasingly come to 
recognize the value of the services that 
natural systems provide to people and the 
economy. 

Threats to Our Rivers  
and Streams 
Damage to aquatic ecosystems has a direct, 
negative impact on the economy. The loss 
of a recreational or commercial fishery 
due to spills, excessive withdrawals of 
water, or changes in water quality caused 
by the cumulative effects of fracking in an 
area can have devastating impacts on local 
businesses.

In Pennsylvania, for example, fishing 
had an estimated economic impact of $1.6 
billion in 2001.58 Allocating that impact to 
the roughly 13.4 million fishing trips taken 
in Pennsylvania each year (as of the late 
1990s) would result in an estimated impact 
of $119 per trip.59 

“The clearance of forest land in 
Pennsylvania for fracking could lead 

to increased delivery of nutrient 
pollution to the Chesapeake Bay, 

which suffers from a nutrient-
generated dead zone. The cost of 
reducing an amount of pollution 
equivalent to that produced by 

fracking would be approximately $1.5 
million to $4 million per year.”
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Spills, blowouts and other accidents 
related to fracking have caused numer-
ous fish kills in Pennsylvania. In 2009, a 
pipe containing freshwater and flowback 
water ruptured in Washington County, 
Pennsylvania, triggering a fish kill in a 
tributary of Brush Run, which is part of a 
high-quality watershed.60 That same year, 
in the same county, another pipe rupture 
at a well drilled in a public park killed fish 
and other aquatic life along a three-quar-
ter-mile length of a local stream.61 

The clearing of land for well pads, roads 
and pipelines can increase sedimentation of 
nearby waterways and degrade the ability 
of natural landscapes to retain nutrients. A 
recent preliminary study by the Academy 
of Natural Sciences of Drexel University 
found an association between increased 
density of natural gas drilling activity 
and degradation of ecologically important 
headwaters streams.62 

Excessive water withdrawals also play 
havoc with the ecology of rivers and 
streams. In Pennsylvania, water has been 
illegally withdrawn for fracking numer-
ous times, to the extent of streams being 
sucked dry. Two streams in southwestern 
Pennsylvania—Sugarcamp Run and Cross 
Creek—were reportedly drained for water 
withdrawals, triggering fish kills.63

Water withdrawals also concentrate 
pollutants, reducing water quality. A 2011 
U.S. Army Corps of Engineers study of the 
Monongahela River basin of Pennsylvania 
and West Virginia concluded that, “The 
quantity of water withdrawn from streams 
is largely unregulated and is beginning to 
show negative consequences.”64 The Corps 
report noted that water is increasingly 
being diverted from the relatively clean 
streams that flow into Corps-maintained 
reservoirs, limiting the ability of the Corps 
to release clean water to help dilute pollu-

The Monongahela River, shown here at Rices Landing, Pa., has been affected by discharges of fracking 
wastewater and by water withdrawals for fracking. A 2011 Army Corps of Engineers report concluded that 
“the quantity of water withdrawn from streams [in the Monongahela watershed] is largely unregulated 
and is beginning to show negative consequences.” Credit: Jonathan Dawson
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tion during low-flow periods.65 It described 
the water supply in the Monongahela basin 
as “fully tapped.”66

On a broader scale, the clearance of 
forested land for well pads, roads and 
pipelines reduces the ability of the land to 
prevent pollution from running off into 
rivers and streams. Among the waterways 
most affected by runoff pollution is the 
Chesapeake Bay, where excessive runoff 
of nutrients such as nitrogen and phospho-
rus causes the formation of a “dead zone” 
that spans as much as a third of the bay in 
the summertime.67 The Chesapeake Bay 
watershed overlaps with some of the most 

intensive Marcellus Shale fracking activity, 
creating the potential for additional pol-
lution that will make the bay’s pollution 
reduction goals more difficult to meet.

A rapid expansion of shale gas drilling 
could contribute an additional 30,000 
to 80,000 pounds per year of nitrogen 
and 15,000 to 40,000 pounds per year of 
phosphorus to the bay, depending on the 
amount of forest lost.68 While this addi-
tional pollution represents a small fraction 
of the total pollution currently reaching 
the bay, it is pollution that would need to be 
offset by reductions elsewhere in order to 
ensure that the Chesapeake Bay meets pol-

Many waterways in the Marcellus Shale region drain into the Chesapeake Bay. The loss of forests to 
natural gas development could add to pollution levels in the bay, threatening the success of state and 
federal efforts to prevent the “dead zone” that affects the bay each summer. Sources: Skytruth, U.S. 
Energy Information Administration, Chesapeake Bay Program
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lution reduction targets designed to restore 
the bay to health. 69  Based on an estimate of 
the cost per pound of nitrogen reductions 
from a recent analysis of potential nutrient 
trading options in the Chesapeake Bay 
watershed,70 the cost of reducing nitrogen 
pollution elsewhere to compensate for the 
increase from natural gas development 
would run to approximately $1.5 million 
to $4 million per year. 

Habitat Loss and Fragmentation
Extensive natural gas development requires 
the construction of a vast infrastructure 
of roads, well pads and pipelines, often 
through remote and previously undis-
turbed wild lands. The disruption and 
fragmentation of natural habitat can put 
species at risk.

Hunting and other forms of outdoor 
recreation are economic mainstays in sev-
eral states in which fracking is taking place. 
In Wyoming, for example, non-resident 
hunters and wildlife watchers pumped $340 
million into the state’s economy in 2006.73 
Fracking, however, is degrading the habitat 
of several species that are important attrac-
tions for hunters and wildlife viewers.74 

A 2006 study found that the construction 

of well pads drove away female mule deer 
in the Pinedale Mesa area of Wyoming, 
which was opened to fracking in 2000, and 
that the deer stayed away from areas near 
well pads over time. The study suggested 
that natural gas development in the area 
was shifting mule deer from higher quality 
to lower quality habitat.75 The mule deer 
population in the area dropped by 56 per-
cent between 2001 and 2010 as fracking in 
the area continued and accelerated.76 

Concerns have also been raised about 
the impact of natural gas development on 
pronghorn antelope. A study by the Wild-
life Conservation Society documented 
an 82 percent reduction in high-quality 
pronghorn habitat in Wyoming’s natural 
gas fields, which have historically been key 
wintering grounds.77 

The Wyoming Game & Fish Depart-
ment assigns “restitution values” for 
animals illegally killed in the state, with 
pronghorn val-
ued at $3,000 per 
animal and mule 
deer at $4,000 per 
animal.78 The de-
cline of approxi-
mately 2,910 mule 
deer estimated to 
have occurred in 
the Pinedale Mesa 
between 2001 and 
2010, using this 
valuation, would represent lost value of 
more than $11.6 million, although there 
is no way to determine the share of the 
decline attributable to natural gas develop-
ment alone.79

The impact of fracking on wildlife-
based recreation is, of course, only one 
of many ways in which harm to species 
translates into lasting economic dam-
age. Wildlife provides many important 
ecosystem goods and services. (See next 
page.) Birds, for example, may keep insect 
and rodent populations in check, help to 
distribute seeds, and play other roles in 

Pronghorn antelope are among the species that 
have been affected by intense natural gas develop-
ment in Wyoming. Credit: Christian Dionne 

“The decline of 
approximately 

2,910 mule deer 
in the Pinedale 

Mesa, using this 
valuation, would 

represent lost 
value of more than 

$11.6 million.”
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Loss of Ecosystem Services

Forests and other natural areas provide important services—they clean our air, 
purify our water, provide homes to wildlife, and supply scenic beauty and rec-

reational opportunities. Many of these services would be costly to replicate—for 
example, as noted on page 14, the natural filtration provided by the forests of upstate 
New York has thus far enabled New York City to avoid the $6 billion expense of 
building a water filtration plant to purify the city’s drinking water.

In recent years, economists have worked to quantify the value of the ecosystem 
services provided by various types of natural land. The annual value of ecosystem 
services provided by deciduous and evergreen forests, for example, has been esti-
mated at $300 per acre per year.71 Researchers with The Nature Conservancy and 
various Pennsylvania conservation groups have projected that 38,000 to 90,000 acres 
of Pennsylvania forest could be cleared for Marcellus shale development by 2030. 
The value of the ecosystem services provided by this area of forest, therefore, ranges 
from $11.4 million to $27 million per year.72 Widespread land clearance for fracking 
jeopardizes the ability of the forest to continue to provide these valuable services.

Other natural features affected by fracking—including groundwater, rivers and 
streams, and agricultural land—provide similar natural services. The value of all 
of those services—and the risk that an ecosystem’s ability to deliver them will be 
lost—must be considered when tallying the cost of fracking.

Oil and gas development fragments valuable natural habitat. Above, the Jonah gas field in Wyoming. 
Credit: Bruce Gordon
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the maintenance of healthy ecosystems. 
Adding these impacts to the impacts on 
hunters, anglers and wildlife-watchers 
magnifies the potential long-term costs of 
fracking from ecosystem damage.

Contribution to Global Warming
Global warming is the most profound chal-
lenge of our time, threatening the survival 
of key species, the health and welfare of 
human populations, and the quality of our 
air and water. Fracking produces pollution 

that contributes 
to the warming 
of the planet in 
greater quanti-
ties than conven-
tional natural gas 
extraction.

F r a c k i n g ’ s 
primary impact 
on the climate is 
through the re-
lease of methane, 

which is a far more potent contributor to 
global warming than carbon dioxide. Over 
a 100-year timeframe, a pound of methane 
has 21 times the heat-trapping effect of a 
pound of carbon dioxide.80 Methane is even 
more potent relative to carbon dioxide at 
shorter timescales.

Leaks during the extraction, transmis-
sion and distribution of natural gas release 
substantial amounts of methane to the 
atmosphere. Recent air monitoring near a 
natural gas field in Colorado led researchers 
at the National Oceanic and Atmospheric 
Administration and the University of 
Colorado, Boulder, to conclude that about 
4 percent of the extracted gas was lost to 
the atmosphere, not counting the further 
losses that occur in transportation.81 

Research by experts at Cornell Univer-
sity suggests that fracking is even worse for 
the climate than conventional gas produc-
tion. Their study finds that methane leak-
age from fracking wells is at least 30 percent 

greater than, and perhaps double, leakage 
from conventional natural gas wells.82

Global warming threatens costly dis-
ruption to the environment, health and 
infrastructure. Economists have invested 
significant energy into attempting to quan-
tify the “social cost” of emissions of global 
warming pollutants—that is, the negative 
impact on society per ton of emissions. A 
2011 EPA study estimated the social cost of 
methane as lying within a range of $370 to 
$2,000 per ton. Each uncontrolled fracking 
well produces approximately 156 tons of 
methane emissions.83 At a modest discount 
rate (3 percent) the social cost was $895 per 
ton in 2010.84 Emissions of methane during 
well completion from a single uncontrolled 
fracking well, therefore, would impose 
$139,620 in social costs related to global 
warming.85 This figure does not include 
emissions from other aspects of natural gas 
extraction, transmission and distribution, 
such as pipeline and compressor station 
leaks. Leakage from those sources further 
increases the impact of fracking on the cli-
mate—imposing impacts that may not be 
fully realized for decades or generations.

Impacts on Public  
Infrastructure  
and Services
Fracking imposes both 
immediate and long-term burdens on 
taxpayers through its heavy use of public 
infrastructure and heavy demand for public 
services. 

Road Damage
Fracking requires the transportation of 
massive amounts of water, sand and fracking 
chemicals to and from well sites, damaging 
roads. In the northern tier of Pennsylvania, 

“Emissions of 
methane during well 

completion from 
each uncontrolled 

fracking well impose 
approximately 

$139,000 in social 
costs related to 

global warming.”



The Costs of Fracking 25

each fracking well requires approximately 
400 truck trips for the transport of water 
and up to 25 rail cars’ worth of sand.86 The 
process of delivering water to a single frack-

ing well causes 
as much damage 
to local roads as 
nearly 3.5 mil-
lion car trips.87

A d d e d  u p 
across dozens 
of well sites in 
a g iven area, 
these transpor-
tation demands 
are enough to 
lead to a notice-

able increase in traffic—as well as strains 
on local roads. Between 2007 and 2010, 
for example, the amount of truck traffic on 
three major northern Pennsylvania high-
ways increased by 125 percent, according to 

a regional transportation study. The study 
concluded that state and local governments 
will have to repave many roads every 7 to 8 
years instead of every 15 years.88

The state of Texas has convened a task 
force to review the impact of drilling ac-
tivity on local roads and has approved $40 
million in funding for road repairs in the 
Barnett Shale region.89 A 2010 Pennsylva-
nia Department of Transportation docu-
ment estimated that $265 million would 
be required for repair of roads affected by 
Marcellus Shale drilling.90 Pennsylvania 
has negotiated bonding requirements with 
natural gas companies to cover the cost of 
repairs to local roads and some other states 
have done the same, but these requirements 
may not cover the full impact of frack-
ing on roads, including impacts on major 
highways and the costs of traffic delays 
and vehicle repairs caused by congested or 
temporarily degraded roads. 

Fracking requires millions of gallons of water and large quantities of sand and chemicals, all of which 
must be transported to well sites, inflicting damage on local roads. Above, a well site in Washington 
County, Pa. Credit: Robert Donnan 

“The state of Texas 
has convened a task 
force to review the 
impact of drilling 

activity on local roads 
and has approved 

$40 million in funding 
for road repairs in 
the Barnett Shale 

region.”
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Increased Demand for Water
The millions of gallons of water required 
for hydraulic fracturing come from aqui-
fers, surface waterways, or water “recycled” 
from previous frack jobs. 

In some areas, fracking makes up a 
significant share of overall water demand. 
In 2010, for example, fracking in the Bar-
nett Shale region consumed an amount of 
water equivalent to 9 percent of the city of 
Dallas’ annual water use.91 An official at 
the Texas Water Development Board es-
timated that one county in the Eagle Ford 

Sha le reg ion 
w i l l  see  t he 
share of water 
consumpt ion 
d e v o t e d  t o 
f rack ing and 
similar activi-
t ies increase 
f rom zero  a 
few years ago 
to 40 percent 
by 2020.92 Un-
like other uses, 
water used in 

fracking is lost to the water cycle for-
ever, as it either remains in the well, is 
“recycled” (used in the fracking of new 
wells), or is disposed of in deep injection 
wells, where it is unavailable to recharge 
aquifers.

Water withdrawals for fracking can 
harm local waterways (see page 20) and 
increase costs for agricultural and mu-
nicipal water consumers (see page 31). 
They may also lead to calls for increased 
public investment in water infrastructure. 
Texas, for example, adopted a State Water 
Plan in 2012 that calls for $53 billion in 
investments in the state water system, 
including $400 million to address unmet 
needs in the mining sector (which includes 
hydraulic fracturing) by 2060.93 Fracking 
is projected to account for 42 percent of 
water use in the Texas mining sector by 
2020.94

Earthquakes
Fracking also has the potential to affect 
public infrastructure through induced 
earthquakes resulting from underground 
disposal of fracking wastewater. A recent 
report by the 
Nat iona l  Re-
search Council 
identified eight 
cases in which 
seismic events 
were linked to 
wastewater dis-
posal wells (not 
necessarily all for fracking wastes) in 
Ohio, Arkansas and Colorado.95 In Ohio, 
which has become a popular location for 
the disposal of wastewater from Marcel-
lus shale drilling, more than 500 million 
gallons of fracking wastewater were dis-
posed of in underground wells in 2011.96 
That same year, the Youngstown, Ohio, 
area experienced a series of earthquakes, 
prompting Ohio officials to investigate 
potential links between the earthquakes 
and a nearby injection well. While the 
study did not determine a conclusive 
link between the injection well and the 
earthquakes, it did find that “[a] number 
of coincidental circumstances appear 
to make a compelling argument for the 
recent Youngstown-area seismic events 
to have been induced (by the injection 
well).”97 

The earthquakes that have occurred 
thus far have not caused significant dam-
age, but they raise concerns about the po-
tential for damage to public infrastructure 
(such as water and sewer lines) as well as 
private property.

Cleanup of Orphaned Wells
Gas and oil companies face a legal respon-
sibility to plug wells properly when they 
cease to be productive and to “reclaim” 
well sites by restoring them to something 
approaching their original vegetated 

“Texas adopted a 
State Water Plan 
in 2012 that calls 
for $53 billion in 

investments in the 
state water system, 

including $400 million 
to address unmet 

needs in the mining 
sector (which includes 
hydraulic fracturing).”

“The earthquakes 
raise concerns about 

the potential for 
damage to public 

infrastructure as well 
as private property.”
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condition. The oil and gas industry, how-
ever, has a long track record of failing to 
clean up the messes it has made—leaving 
the public to pick up the tab. 

Pennsylvania alone has more than 
8,000 orphaned wells drilled over the last 
century and a half, and the Pennsylvania 
Department of Environmental Protection 
is unaware of the location or status of an 
additional 184,000 wells.98

Orphaned wells are not a problem of the 
past; newer wells can be orphaned by their 
operators, too, and left to taxpayers to clean 
up. Nearly 12,000 coal-bed methane wells 
in Wyoming were idle as of 2011, neither 
producing nor plugged.99 Wyoming offi-
cials are concerned that several companies 
that operate coal-bed methane wells may 
file for bankruptcy if natural gas prices do 

not rebound or if the companies cannot 
sell off some assets to raise capital to com-
ply with state 
environmental 
protections. If 
that were to 
happen, the 
state could be 
forced to plug 
and remedi-
ate the idled 
wells.

A n o t h e r 
way in which 
the public may 
face exposure 
to costs is when a well plug fails, requiring 
attention years later. Chemical, mechanical 
or thermal stress can cause the cement to 

Volunteer firefighters respond to a fire in a wastewater pit at an Atlas Energy Resources well site in 
Washington County, Pa., in March 2010. Fracking places increased demands on emergency responders, 
creating new dangers that require additional training, and increasing demands for response to traffic 
accidents involving heavy trucks. Credit: Robert Donnan

“A 2011 study of a 
Marcellus Shale well by 

researchers with the 
University of Pittsburgh 

estimated the cost 
of site reclamation 

(including reclamation 
of retention ponds 

and repairs to public 
roads) at $500,000 to 

$800,000 per well site.”
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crack or loosen and allow contamination 
from saline aquifers or gas-bearing layers 
to reach freshwater aquifers. The risk of 
plug failure increases over time.100 In some 
states, such as Pennsylvania, plugging and 
reclamation bonds are released one year af-
ter a well is plugged, leaving the state with 
no way to hold drillers accountable for the 
cost of plugging wells that fail later.

The Pennsylvania Department of Envi-
ronmental Protection estimates that plug-
ging a 3,000 foot-deep oil or gas well and 
reclaiming the drill site costs an average 
of $60,000.101 However, some well recla-
mation costs have exceeded $100,000.102 
And Cabot Oil & Gas Corporation claims 
to have spent $730,000 per well to cap 
three shale gas wells in Pennsylvania.103 
A 2011 study of a Marcellus Shale well by 
researchers with the University of Pitts-
burgh estimated the cost of site reclamation 
(including reclamation of retention ponds 

and repairs to public roads) at $500,000 to 
$800,000 per well site.104

While estimates of the costs of plug-
ging and remediation of fracked wells vary, 
those costs almost always exceed a state’s 
bonding requirements. Pennsylvania’s re-
cently revised bonding requirements, for 
example, require drillers to post maximum 
bonds of only $4,000 per well for wells 
less than 6,000 feet in depth and $10,000 
per well for wells deeper than 6,000 feet, 
creating the potential for the public to be 
saddled with tens or hundreds of thousands 
of dollars in liability for plugging and rec-
lamation of abandoned wells whose owners 
have gone bankrupt or walked away from 
their responsibilities.105 The experience of 
previous resource extraction booms and 
busts suggests that the full bill for clean-
ing up orphaned wells may not come due 
for decades.

In parts of the country, fracking takes place in close proximity to homes, schools and hospitals, creating 
the potential for conflict. A Texas study has found that some homes near fracking well sites have lost 
value. Above, a natural gas flare near homes in Hickory, Pa. Credit: Robert Donnan



The Costs of Fracking 29

Emergency Response Needs
Increasing traffic—especially heavy truck 
traffic—has contributed to an increase 
in traffic accidents and fatalities in some 

areas in which 
fracking has un-
leashed a drilling 
boom, as well as 
an increase in de-
mands for emer-
gency response. 
In the Bakken 
Shale oil region 
of North Dako-
ta for example, 
the number of 
highway crashes 
increased by 68 
percent between 
2006 and 2010, 
with the share of 
crashes involv-

ing heavy trucks also increasing over that 
period. The estimated cost of those crashes 
increased by $31 million.106 

The need to address traffic accidents is 
one driver of increased need for emergency 
response in communities experiencing 
fracking. A 2011 survey by StateImpact 
Pennsylvania in eight counties found that 
911 calls had increased in seven of them, 
with the number of calls increasing in one 
county by 49 percent over three years, 
largely due to an increase in incidents in-
volving heavy trucks.107 

Social Dislocation and Social  
Service Costs
The influx of temporary workers that often 
accompanies fracking also puts a squeeze 
on housing supplies, creating social dis-
location that, in some cases, creates new 
demand for government social services. 
Rental prices have doubled or tripled in 
communities experiencing a boom in Mar-
cellus Shale drilling.108 Overheated local 

housing markets have driven lower income 
renters into substandard housing or home-
lessness. Elderly residents have faced a 
shortage of subsidized housing.109 Requests 
for assistance from social service agencies 
have increased.110 In Bradford County, 
Pa., the local children and youth services 
agency increased its spending on housing 
subsidies by 50 percent or $10,000 per 
year.111 In the same county, a government 
agency purchased and distributed tents 
for use as temporary housing.112 In Greene 
County, in southwestern Pennsylvania, the 
documented number of homeless jumped 
from zero to 40 in a single year.113 Children 
of families that 
lose permanent 
housing may be 
at risk of being 
separated from 
their fami l ies 
and placed into 
foster care. A 
2010 survey of 
Pennsylvania lo-
cal governments in municipalities experi-
encing Marcellus Shale drilling activity 
found that more governments reported an 
increase in municipal expenditures since 
the onset of fracking than reported an 
increase in revenues.114

Broader Economic 
Impacts
Fracking imposes damage 
on the environment, public 
health and public infrastructure, with 
significant economic costs. But poorly 
thought-out resource extraction also has a 
legacy of undercutting the long-term eco-
nomic prospects of the very “boomtowns” 
it creates.

A 2008 study by the firm Headwaters 
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Economics found that Western counties 
that have relied on fossil fuel extraction are 
doing worse economically compared with 
peer communities and are less well-prepared 
for growth in the future, due to a less-diver-
sified economy, a less-educated workforce, 
and greater disparities in income.115

In addition, fracking can undermine 
local economies in many ways, includ-
ing through its impacts on housing and 
agriculture.

Value of Residents’ Homes at Risk
Fracking can reduce the value of nearby 
properties as a result of both actual pollu-
tion and the stigma that may come from 
proximity to industrial operations and 

the potential for 
future impacts. 
A 2010 study in 
Texas conclud-
ed that homes 
valued at more 
than $250,000 
and within 1,000 
feet of a well site 
saw their values 
decrease by 3 to 

14 percent—there was no discernible 
impact on property values beyond that 
distance or for lower-priced houses.116 A 
2001 study of property values in La Plata 
County, Colorado, found that properties 
with a coalbed methane well had seen 
their sales value decrease by 22 percent.117 
Even where impacts on sales values are 
difficult to establish, chronic conditions 
caused by fracking—such as odor, traffic, 
noise, concerns about pollution of the air 
and water, earthquake concerns and visual 
impacts—may adversely affect residents’ 
use and enjoyment of their homes.

Properties on and near locations where 
fracking is taking place may also be more 
difficult to finance and insure, potentially 
affecting their value. Mortgage lenders and 
insurers have recently taken steps to protect 

themselves from fracking-related risks. 
Several mortgage lenders have begun to re-
quire extensive buffer zones around homes 
on land with gas leases before issuing a new 
mortgage or to refuse to issue new mort-
gages on land with natural gas leases.118 For 
example, Brian and Amy Smith live across 
the street from a gas drilling site in Daisy-
town, Pa.  In the spring of 2012, Quicken 
Loans denied their mortgage application, 
stating that “Unfortunately, we are unable 
to move forward with this loan. It is located 
across the street from a gas drilling site.”  
The Smiths were also rejected by two other 
national lenders.125

In addition, in July 2012, Nationwide 
Insurance issued a statement clarifying that 
its policies do not cover damages related to 
fracking, noting that “the exposures pre-
sented by hydraulic fracturing are too great 
to ignore.”119 Nationwide’s announcement 
drew attention to the fact that standard 
homeowners’ insurance policies do not 
cover damage related to fracking.

Farms in Jeopardy
Fracking largely takes place in rural areas. 
Several aspects of fracking have the poten-
tial to harm farmers.

Direct exposure to fracking wastewater 
can harm livestock. Researchers at Cornell 
University have identified multiple instanc-
es of harm to animals associated with natu-
ral gas operations in Colorado, Louisiana, 
New York, Ohio, Pennsylvania and Texas. 
In one case examined by the researchers, 
140 cows were 
exposed when 
the l iner of a 
wastewater im-
poundment was 
sl it ,  enabl ing 
wastewater to 
flow onto a pasture and into a pond the 
cattle used as a water supply. Of those 140 
cows, approximately 70 died. Assuming an 
average cost per cow of $1,600120, the loss of 

“A 2010 study in 
Texas concluded that 
homes valued at more 

than $250,000 and 
within 1,000 feet of 
a well site saw their 
values decrease by 3 

to 14 percent.”

“The loss of 70 cows 
from a single incident 
would have an impact 
of at least $112,000.”
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70 cows from a single incident would have 
an impact of at least $112,000. In addition 
to this direct replacement cost, exposure 
of livestock to contaminants from fracking 
is likely to cost farmers in other ways, for 
example, by impeding the ability of animals 
to reproduce or reducing the ability of a 
farmer to market his or her livestock.

Researchers at Penn State University 
have identified a link between increased 
drilling activity in the Marcellus Shale 
and decreased production at dairy farms 
in counties where drilling is taking place. 
The five counties in which drilling activity 
was the heaviest experienced an 18.5 per-
cent reduction in milk production between 
2007 and 2010.121 The researchers did not 
reach a conclusion as to the cause of the 
decline. But another review of the com-
munity implications of fracking suggested 
that rising transportation costs caused by 
workforce competition with gas drilling 
has added a new economic challenge for 
dairy farmers.122 The demise of farming 
in a community threatens to also bring 
down stores and industries that were built 
to support farmers, eroding a community’s 
economic base.

In arid western states, some farmers 
face higher costs for water as a result of 
competing demands from fracking. A 2012 
auction of unallocated water conducted by 
the Northern Water Conservation District 
saw natural gas industry firms submit high 
bids, with the average price of water sold in 
the auction increasing from $22 per acre-
foot in 2010 to $28 per acre-foot in the first 

part of 2012.123 For the 25,000 acre-feet of 
water auctioned, this would amount to an 
added cost of $700,000. 

Finally, farmers engaged in organic 
agriculture have raised concerns that frack-
ing could make it more difficult for them 
to sell their products to health-conscious 
consumers. One New York City food co-
op, for example, has already stated that they 
may stop purchasing agricultural products 
from New York state farms in areas where 
fracking takes place.124 

Fracking poses threats to farming, both directly 
through the potential loss of livestock due to 
exposure to toxic contaminants, and indirectly 
by increasing farmers’ costs of doing business 
during the “boom” portion of the boom-bust 
cycle of development. Here, cows graze in Erie, 
Colorado, which has experienced fracking activ-
ity. Credit: Jill/Blue Moonbeam Studio. 
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The oil and gas industry is unlikely ever 
to be held accountable for many of the 
costs of fracking documented in this 

report—at least under current law. 
Time and again in the history of the 

oil and gas industry, legal safeguards have 
proven inadequate to protect the environ-
ment and communities from exposure to 
long-term costs. The public can be exposed 
to many different and significant costs from 
fracking for several reasons:

• Inadequate financial assurance. 
The boom-bust cycle typical of the 
oil and gas industry means that many 
firms (or their subcontractors) may 
be unable or unwilling to fulfill their 
financial obligations to properly plug 
wells, reclaim land, remediate envi-
ronmental problems, and compensate 
those harmed by their activities. State 
bonding requirements are intended 
to protect the public by ensuring that 
financial resources exist to cover the 
cost of well plugging and reclamation, 
but the amounts of those bonds are 
generally too low to pay for proper 
well closure, and state laws generally 

do not require drillers to obtain bonds 
to cover the cost of off-site environ-
mental remediation or compensation 
to victims.

• Delayed appearance of harm. Some 
damages from fracking are apparent 
right away—for example, the appear-
ance of tainted well water immediately 
after fracking of a nearby well. But 
other damages—especially ecosystem 
and health damages—may not appear 
for years or even decades, making it 
likely that the individuals and com-
panies responsible will be long gone 
from the scene by the time the scope 
of the damage becomes apparent. This 
is particularly worrisome given con-
cerns about the potential long-term 
impact of fracking and wastewater 
disposal on precious groundwater sup-
plies. 

• Diffuse, regional impacts. Some 
impacts of fracking only appear when 
many wells are drilled in a concentrat-
ed geographic area. For example, the 
erosion caused by clearance of a single 

Who Pays the Costs of Fracking?
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well pad may not be enough to harm 
wildlife in a local stream, but the 
clearance of land for dozens of wells 
in the same area may have a harm-
ful cumulative impact. In these cases, 
assigning legal responsibility for the 
damage to any single well may prove 
difficult or impossible.

• Inability to access legal remedies. 
Those who are harmed by frack-
ing can face an uphill battle in the 
legal system. Litigation is frequently 
a lengthy, expensive, time-consum-
ing and difficult road for citizens to 
pursue in seeking to resolve claims of 
damage from environmental condi-
tions. This is particularly true with 

regard to health impacts. It is ex-
traordinarily difficult, for example, to 
meet the legal standards of proof that 
an individual’s illness was caused by 
exposure to a particular toxic chemi-
cal at a particular time. Even where 
property damage is concerned, such 
litigation typically requires expert 
analysis and testimony to prove 
causation and diminished value of the 
affected property.

As a result, many of the costs of fracking 
are often borne not by the companies that 
benefit, but by nearby residents, taxpayers, 
those whose enjoyment of clean air, clean 
water and abundant wildlife is impacted by 
fracking, and even by future generations. 
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THE COSTS OF FRACKING
The Price Tag of Dirty Drilling’s 
Environmental Damage

DRINKING WATER CONTAMINATION
$$ Groundwater cleanup
$$ Water replacement
$$ Water treatment costs BROADER ECONOMIC IMPACTS

$$ Value of residents’ homes at risk
$$ Farms in jeopardy

HEALTH PROBLEMS
$$ Nearby residents getting sick
$$ Worker injury, illness and death
$$ Air pollution far from the wellhead

DAMAGE TO NATURAL RESOURCES
$$ Threats to rivers and streams
$$ Habitat loss and fragmentation
$$ Contribution to global warming

PUBLIC INFRASTRUCTURE AND SERVICES
$$ Road damage
$$ Increased demand for water
$$ Cleanup of orphaned wells
$$ Emergency response needs
$$ Social dislocation and social service costs 
$$ Earthquakes from wastewater injection

Infographic design: Jenna Leschuk
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Fracking harms the environment, public 
health and our communities in many 
ways. 

If fracking is to continue, the mini-
mum that citizens should expect is the 
enforcement of tough rules to reduce 
fracking damage and up-front finan-
cial assurances that guarantee that 
the oil and gas industry cleans up the 
damage it does cause and compensates 
any victims. Current laws, however, are 
inadequate to ensure that even this basic 
standard of protection is met. Failing to 
hold the oil and gas industry account-
able not only leaves the public exposed to 
many types of costs, but it also creates a 
disincentive for the industry to take action 
to prevent accidents and environmental 
contamination. 

Federal, state and local governments 
should hold the oil and gas industry ac-
countable for the costs of fracking using 
a variety of financial tools, including: 

• Bonding – Oil and gas companies 
should be required to post bonds (or 
other forms of financial assurance) 
sufficient to plug wells and reclaim 

well sites, pay for road repairs and 
other physical damage caused by 
fracking, remediate environmental 
contamination, fully compensate 
anyone harmed by activities at well 
sites, and address other costs im-
posed by fracking. Requiring drilling 
companies to post bonds for these 
expenses ensures that the oil and gas 
industry will be able to take care of its 
responsibilities to the public and the 
environment even amid the “boom-
bust” cycles typical of the oil and gas 
industry.

• Fees, taxes and other charges  –  
Bonding may not be the best solution 
for recouping every cost imposed by 
fracking. For example, natural gas 
companies could not be required to 
take out bonds to cover expenses re-
lated to a single well’s contribution to 
global warming—the effect of which 
might be felt half a world away. While 
strong regulation should be used to 
limit the broader environmental, 
public health and community impacts 
of fracking, fees and other charges can 

Accounting for the 
True Costs of Fracking: 

Conclusion and Recommendations
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also recoup for the public some of the 
costs imposed by fracking and create 
an economic incentive for the oil and 
gas industry to reduce its impact.

The mounting evidence of fracking’s 
impact on our environment, health and 

communities is enough to spur recon-
sideration of when and under what cir-
cumstances it is permitted to take place. If 
fracking is permitted to continue, Ameri-
cans deserve to know that the oil and gas 
industry—not the public at large—will 
pick up the tab.
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The EPA does not place a dollar value on individual lives. Rather, when conducting a benefit-cost

analysis of new environmental policies, the Agency uses estimates of how much people are willing

to pay for small reductions in their risks of dying from adverse health conditions that may be

caused by environmental pollution.

In the scientific literature, these estimates of willingness to pay for small reductions in mortality

risks are often referred to as the "value of a statistical life.” This is because these values are

typically reported in units that match the aggregate dollar amount that a large group of people

would be willing to pay for a reduction in their individual risks of dying in a year, such that we

would expect one fewer death among the group during that year on average. This is best

explained by way of an example. Suppose each person in a sample of 100,000 people were asked

how much he or she would be willing to pay for a reduction in their individual risk of dying of 1 in

100,000, or 0.001%, over the next year. Since this reduction in risk would mean that we would

expect one fewer death among the sample of 100,000 people over the next year on average, this

is sometimes described as "one statistical life saved.” Now suppose that the average response to

this hypothetical question was $100. Then the total dollar amount that the group would be willing

to pay to save one statistical life in a year would be $100 per person × 100,000 people, or $10

million. This is what is meant by the "value of a statistical life.” Importantly, this is not an

estimate of how much money any single individual or group would be willing to pay to prevent the

certain death of any particular person.

Back to top.

Why do Agencies attempt to value risk reductions in dollars?

Agencies use estimates of values of risk reductions when conducting a benefit-cost analysis of a

new policy or regulation that may affect public health. For example, many of the air and water

pollution control regulations that are implemented by the EPA will reduce the risks of certain

types of cancers, respiratory illnesses, and other diseases among large portions of the general

public. Benefit-cost analysis compares the total willingness to pay for the health risk reductions

from these policies to the additional costs that people will bear if the policies are adopted. These

costs may come in the form of increased taxes, or, more commonly, increased prices of goods

and services whose production, use, or disposal contributes to environmental pollution. The

results of a benefit-cost analysis are presented to policy-makers and the public to help inform

their judgments regarding whether or not a proposed policy should be adopted.

Only one federal environmental statute, the Safe Drinking Water Act, explicitly calls for the kind

of formal benefit-cost analysis describe here. Most environmental laws do not require benefit-

cost analysis, and some prohibit it (e.g., the air quality standards provisions of the Clean Air Act).

Nevertheless, Presidential Executive Orders have required or encouraged the use of benefit-cost

analysis in policy evaluation since the early 1980's. For "major” regulations—those expected to

have an impact on the economy of $100 million or more—federal agencies are required by

Executive Order 12866 to conduct a formal benefit-cost analysis as a way of informing both

policy makers and the public.

Back to top.

What is Benefit-Cost Analysis?

Benefit-cost analysis is an analytical tool used to evaluate public policy options. For

environmental policies, benefits are determined by what individuals would be willing to pay for risk

reductions or for other improvements from pollution prevention. Costs are determined by the

dollar value of the resources directed to pollution reduction. If the total benefits exceed the total



costs, then the policy is said to "pass a benefit-cost test.”

Of course in most cases where the total benefits exceed total costs, it will not be true that the

benefits exceed the costs for each and every person affected by the policy; rather, some

individuals will gain and others will lose. However, if the total benefits are greater than the costs,

then it is in principle possible for those who gain to compensate those who lose so that everyone

could be better off with the policy. This is what it means for a policy to pass a benefit-cost test.

The benefit-cost test alone is not the only relevant criterion for evaluating public policies since it

omits important aspects of the policy decision. In particular, the benefit-cost criterion does not

consider the distribution of benefits and costs among the affected individuals. These distributional

effects often will be important to policy-makers and the general, so benefit-cost analysis

typically will need to be supplemented by other information.

Back to top.

What is Benefit-Cost Analysis used for?

The primary purpose of benefit cost analysis is to provide policy makers and others with detailed

information on a wide variety of consequences of environmental policies.

Benefit-cost analysis is only one of many inputs into policy evaluation. Other factors include

environmental justice considerations; ethical concerns; enforceability; legal consistency; and

technological and institutional feasibility.

Back to top.

What is the "Value of a Statistical Life"?

See "What does it mean to place a value on life?"

Back to top.

What value of statistical life does EPA use?

EPA recommends that the central estimate of $7.4 million ($2006), updated to the year of the

analysis, be used in all benefits analyses that seek to quantify mortality risk reduction benefits

regardless of the age, income, or other population characteristics of the affected population until

revised guidance becomes available (see "What is the current process for updating the Agency's

estimates” below). This approach was vetted and endorsed by the Agency when the 2000

Guidelines for Preparing Economic Analyses were drafted. Although $7.4 million ($2006) remains

EPA's default guidance for valuing mortality risk changes, the Agency has considered and

presented others (see "What Values Has EPA Used in the Past" below.)

Back to top.

What other values has EPA used in the past?

Few economic analyses prepared by EPA calculated monetary benefits until the mid-1980s. One

of the earliest major EPA regulations that developed more detailed economic estimates of the

benefits of proposed regulatory standards was the National Ambient Air Quality Standards for

particulate matter (USEPA 1984). This analysis drew on a review of six wage-risk studies

published during 1976-1981 with a central estimate of $4.6 million (2001$). Around this same time

EPA issued its first economic guidance and reported a range of VSL estimates for use in policy



analysis of $0.7 to $12.9 million (2001$) (USEPA 1983). The next major review of mortality risk

valuation came in the mid-1990s when EPA reported to Congress on the economic benefits and

costs of the Clean Air Act (USEPA 1997). This report based its VSL findings on 26 studies, 21

from the wage-risk literature and five from stated preference studies. This study forms the basis

of EPA's existing mortality risk valuation guidance discussed above.

Beginning in 2004 EPA's Office of Air and Radiation (OAR) used an estimate of $5.5 million (1999

dollars; $6.6 million in 2006 dollars) for the analysis of air regulations. This estimate was derived

from the range of values estimated in three meta-analyses of VSL conducted after EPA's

Guidelines were published in 2000 (Mrozek and Taylor (2000), Viscusi and Aldy (2003), and later,

Kochi, et al. (2006).) However, the Agency neither changed its official guidance on the use of

VSL in rule-makings nor subjected the interim estimate to a scientific peer-review process

through the Science Advisory Board (SAB) or other peer-review group.

While the Agency is updating its guidance by incorporating the most up-to-date literature and

recent recommendations from the SAB-EEAC, it has determined that a single, peer-reviewed

estimate applied consistently best reflects the SAB-EEAC advice until updated guidance is

available. Therefore, EPA has decided to return to the value established in the 2000 Guidelines for

all its actions until a revised estimate can be fully vetted within the Agency and by EPA's Science

Advisory Board.

Back to top.

What is the current process for updating the Agency's estimates?

EPA is committed to using the best available science in its analyses and is in the process of

revisiting its guidance on valuing mortality risk reductions.

EPA has engaged the Science Advisory Board Environmental Economics Advisory
Committee (SAB-EEAC) on several issues related to mortality risk valuation, including the
use of meta-analysis – a statistical technique used to combine results from individual
studies addressing similar problems.
Following advice of the SAB-EEAC, EPA formed an expert panel to explore issues of meta-
analysis (see USEPA 2006).
In addition, EPA commissioned reports on the various approaches used in the literature to
estimate the value of mortality risk reductions (Alberini 2004, Black et al. 2003, and
Blomquist 2004).

EPA is now taking all of this information into account in the guidance revision process. The
Agency has prepared a white paper on Valuing Mortality Risk Reductions in Environmental Policy
(PDF, 1795.3K, About PDF) featuring EPA's latest review of important issues surrounding how to value
the reductions in risk to human health from environmental regulations and other Agency decisions.
EPA has submitted the whitepaper to its Science Advisory Board for feedback and
recommendations on several issues including:

replacing the often misunderstood term "value of statistical life” with the more accurate
term "value of mortality risk reduction;”
accounting for potential differences in people's willingness to pay for cancer mortality risk
reductions relative to mortality risks from workplace or other accidental deaths when
estimating the benefits of actions that are expected to reduce cancer-causing pollutants;
accounting for possible differences in people's willingness to pay for risk reductions that
will be experienced by others due to altruistic preferences in benefit-cost estimation; and
synthesizing the body of evidence of people's willingness-to-pay for reducing mortality
risks to inform benefit-cost analysis.

The process ultimately used to revise estimates for use in benefit-cost analysis will be informed
by the recommendations from the SAB Review.

Back to top.



Why is EPA proposing to change the terminology it uses when valuing changes in

mortality risk?

The Agency believes that its benefit-cost analyses would be more transparent and

comprehensible if the term "value of statistical life" were replaced with an alternative term that

more accurately describes the health risk changes that are being analyzed. The term "value of

statistical life" can give the misleading impression that a "price" is being placed on individual lives-

-as a mugger who says, "Your money or your life!?" In reality, EPA regulations typically lead to

small reductions in mortality risks (ranging up to 1 in 1,000 per year) for large numbers of people.

A benefit-cost analysis attempts to estimate the total sum of money that a large number of

people would be willing to pay to reduce their mortality risks by amounts in this general range.

The term "value of mortality risk reduction" conveys this idea more clearly and should reduce the

confusion that sometimes arises when discussing the "value of statistical lives." It is important to

understand that by adopting new terminology the Agency is not changing the economic theory

that underlies these valuations. Furthermore, no matter which term is applied, the same

underlying data would be used to estimate the value, and these values would lead to the same

aggregate benefits if applied to the same policy proposal.
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How does the “Value of Mortality Risk” Differ from the Value of a Statistical Life?

The Value of Mortality Risk (VMR) and the Value of Statistical Life (VSL) are indeed related. The

underlying theoretical concept is the same, and the estimated values for either metric would be

based on the same published literature. The difference lies in the choice of units used to

aggregate and report the risk changes. The VSL is typically reported in units of dollars per

statistical death per year. The VMR would be reported in units such as dollars per micro-risk per

person per year, where a “micro-risk” represents a one in a million chance of dying. EPA is

proposing using VMR because it should help to reduce the misunderstandings that are sometimes

caused by the VSL terminology.

Back to top.

How will EPA Estimate the Value of Mortality Risk (VMR)?

For decades economists have been studying how people make tradeoffs between their own

income and risks to their health and safety. These tradeoffs can reveal how people value, in

dollar terms, small changes in risk. For example, purchasing automobile safety options reveals

information on what people are willing to pay to reduce their risk of dying in a car accident.

Purchasing smoke detectors reveals information on what people are willing to pay to reduce their

risk of dying in a fire. EPA will review all of the peer-reviewed scientific studies of these income

and health risk trade-offs and will attempt to summarize the results in a single best central

estimate or range of estimates to use in benefit-cost analyses. 

Back to top.

Is EPA proposing a numeric value for VMR?

No, EPA is not proposing a numeric value for VMR at this time. The White Paper under review by

the SAB-EEAC proposes a methodology for both incorporating the latest scientific evidence on

how people value small reductions in their risk of dying and combining the estimates in the over

80 studies in the literature. EPA has identified a set of criteria for selecting studies from the

literature and outlined a method for identifying appropriate estimates from those studies. The



White Paper highlights a number of statistical issues that are associated with combining estimates

from the studies and is seeking SAB feedback on how best to address these issues. EPA has

proposed several options for identifying the best estimate or set of estimates for a VMR, but does

not propose a value in this White Paper.

Back to top.

What is a Cancer Differential?

A cancer differential is the additional amount that people are willing to pay to reduce cancer risks

relative to accidental or other categories of mortality risks. In part, this may reflect the extended

period of illness that accompanies life-threatening cancer, but it may also include intangible

factors such as the additional feeling of dread associated with cancer. If people value different

types of risk differently, then benefits analysis for different types of policies would ideally reflect

these preferences. As described in the White Paper on Valuing Mortality Risk Reductions in

Environmental Policy, EPA believes there is now sufficient scientific evidence for including a

cancer differential in economic analysis of policies that reduce exposure to cancer-causing

pollutants. This issue is one of the subjects for EPA’s upcoming consultation with the

Environmental Economics Advisory Committee of the Science Advisory Board. 

Back to top.

What are Altruistic Preferences?

Altruism is the concern for others. We know from studies that individuals are often willing to pay

more when there are reductions in risks to themselves as well as others. That is, many studies

show that individuals express altruism when asked how much they would be willing to pay to

reduce risks to themselves as well as other people. Since most environmental policy addresses

public risks that we all face in common, then it may be important to capture these altruistic

preferences in our benefit-cost analysis. This issue is one of the subjects for EPA’s upcoming

consultation with the Environmental Economics Advisory Committee of the Science Advisory

Board.

Back to top.

When will revised Guidance on Mortality Risk Valuation be available?

Producing Agency guidance on mortality risk valuation is a multi-step process and will, in part,

depend on the recommendations received from the Science Advisory Board. Clear guidance based

on the best available scientific information that can be consistently applied across the Agency is

the goal. While this may take some time to complete, the goal is to issue new guidance in 2011.

Back to top.
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The Impact of Pollution on Worker Productivity†

By Joshua Graff Zivin and Matthew Neidell*

As one of the primary factors of production, labor is an essential element in every 
nation’s economy. Investing in human capital is widely viewed as a key to sustaining 
increases in labor productivity and economic growth. While health is increasingly 
seen as an important part of human capital, environmental protection, which typi-
cally promotes health, has not been viewed through this lens. Indeed, such interven-
tions are typically cast as a tax on producers and consumers, and thus a drag on the 
labor market and the economy in general. Given the large body of evidence that 
causally links pollution with poor health outcomes (e.g., Bell et al. 2004; Chay and 
Greenstone 2003; Currie and Neidell 2005; Dockery et al. 1993; Pope et al. 2002), 
it seems plausible that efforts to reduce pollution could in fact also be viewed as an 
investment in human capital, and thus a tool for promoting, rather than retarding, 
economic growth.

The key to this assertion lies in the impacts of pollution on labor market outcomes. 
While a handful of studies have documented impacts of pollution on labor supply 
(Carson, Koundouri, and Nauges 2011; Graff Zivin and Neidell forthcoming; Hanna 
and Oliva 2011; Hausman, Ostro, and Wise 1984; Ostro 1983),1 their focus on the 
extensive margin, where behavioral responses are nonmarginal, only captures high-
visibility labor market impacts. Pollution is also likely to have productivity impacts 
on the intensive margin, even in cases where labor supply remains unaffected. Since 
worker productivity is more difficult to monitor than labor supply, these more subtle 
impacts may be pervasive throughout the workplace, so that even small individual 
effects may translate into large welfare losses when aggregated across the economy. 
There is, however, no systematic evidence to date on the direct impact of pollution 
on worker productivity.2 This paper is the first to rigorously assess this environmen-
tal productivity effect.

Estimation of this relationship is complicated for two reasons. One, although 
datasets frequently measure output per worker, these measures do not isolate worker 

1 Numerous cost-of-illness studies that focus on hospital outcomes such as length of hospital stay also implicitly 
focus on labor supply impacts.

2 In a notable case study, Crocker and Horst (1981) examined the impacts of environmental conditions on 17 cit-
rus harvesters. They found a small negative impact on productivity from rather substantial levels of pollution in 
Southern California in the early 1970s.
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productivity from other inputs (i.e., capital and technology), so that obtaining clean 
measures of worker productivity is a perennial challenge. Two, exposure to pol-
lution levels is typically endogenous. Since pollution is capitalized into housing 
prices (Chay and Greenstone 2005), individuals may sort into areas with better air 
quality depending, in part, on their income, which is a function of their productivity 
(Banzhaf and Walsh 2008). Furthermore, even if ambient pollution is exogenous, 
individuals may respond to ambient levels by reducing time spent outside, so that 
their exposure to pollution is endogenous (Neidell 2009).

In this paper, we use a unique panel dataset on the productivity of agricultural 
workers to overcome these challenges in analyzing the impact of ozone pollution 
on productivity. Our data on daily worker productivity is derived from an electronic 
payroll system used by a large farm in the Central Valley of California that pays its 
employees through piece rate contracts. A growing body of evidence suggests that 
piece rates reduce shirking and increase productivity over hourly wages and rela-
tive incentive schemes, particularly in agricultural settings (Bandiera, Barankay, and 
Rasul 2005, 2010; Lazear 2000; Paarsch and Shearar 1999, 2000; Shi 2010). Given 
the incentives under these contracts, our measures of productivity can be viewed as 
a reasonable proxy for productive capacity under typical work conditions.

We conduct our analysis at a daily level to exploit the plausibly exogenous daily 
fluctuations in ambient ozone concentrations. Although aggregate variation in envi-
ronmental conditions is largely driven by economic activity, daily variation in ozone 
is likely to be exogenous. Ozone is not directly emitted but forms from complex 
interactions between nitrogen oxides (NOx) and volatile organic chemicals (VOCs), 
both of which are directly emitted, in the presence of heat and sunlight. Thus, ozone 
levels vary in part because of variations in temperature, but also because of the highly 
nonlinear relationship with NOx and VOCs. For example, the ratio of NOx to VOCs 
is almost as important as the level of each in affecting ozone levels (Auffhammer 
and Kellogg 2011), so that small decreases in NOx can even lead to increases in 
ozone concentrations, which has become the leading explanation behind the “ozone 
weekend effect” (Blanchard and Tanenbaum 2003). Moreover, regional transport 
of NOx from distant urban locations, such as Los Angeles and San Francisco, has 
a tremendous impact on ozone levels in the Central Valley (Sillman 1999). Given 
the limited local sources of ozone precursors, this suggests that the ozone formation 
process coupled with emissions from distant urban activities are the driving forces 
behind the daily variation in environmental conditions observed near this farm.

Furthermore, the labor supply of agricultural workers is highly inelastic in the 
short run. Workers arrive at the field in crews and return as crews, thus spending 
the majority of their day outside regardless of environmental conditions. Moreover, 
since we have measures of both the decision to work and the number of hours 
worked, we can test whether workers respond to ozone, and in fact we are able to 
rule out even small changes in avoidance behavior. Thus, focusing on agricultural 
workers greatly limits the scope for avoidance behavior, further ensuring that expo-
sure to pollution is exogenous in this setting, and that we are detecting productivity 
impacts on the intensive margin.

Although these workers are paid through piece-rate contracts, worker compensa-
tion is subject to minimum wage rules, which can alter the incentive for workers 
to supply costly effort. Since the minimum wage decouples daily job performance 
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from compensation, workers may have an incentive to shirk. If pollution leads to 
more workers earning the minimum wage, and this in turn induces shirking, linear 
regression estimates will be upward biased. On the other hand, the threat of termi-
nation may provide a sufficient incentive to provide effort, particularly in our set-
ting where output is easily verified and labor contracts are extremely short-lived, in 
which case linear regression models should be unbiased.

After merging this worker data with environmental conditions based on read-
ings from air quality and meteorology stations in the California air monitoring net-
work, we first estimate linear models that relate mean ozone concentrations during 
the typical workday to productivity. We find that ozone levels well below federal 
air quality standards have a significant impact on productivity: a 10 parts per bil-
lion (ppb) decrease in ozone concentrations increases worker productivity by 5.5 
percent. To account for potential concerns about shirking, we artificially induce 
“bottom- coding” on productivity measures for observations where the minimum 
wage binds, and estimate censored regression models. Under this specification, the 
actual measures of productivity when the minimum wage binds no longer influence 
estimates of the impact of ozone on productivity. Thus, if the marginal effects of 
productivity on this latent variable differ from the marginal effects from our baseline 
linear model, this would indicate shirking is occurring. Our results, however, remain 
unchanged, suggesting that the threat of termination provides sufficient incentives 
for workers to supply effort even when compensation is not directly tied to output.

These impacts are particularly noteworthy as the US Environmental Protection 
Agency is currently contemplating a reduction in the federal ground-level ozone 
standard of approximately 10 ppb (Environmental Protection Agency 2010). The 
environmental productivity effect estimated in this paper offers a novel measure of 
morbidity impacts that are both more subtle and more pervasive than the standard 
health impact measures based on hospitalizations and physician visits. Moreover, 
they have the advantage of already being monetized for use in the regulatory cost-
benefit calculations required by Executive Order 12866 (The White House, 1994). 
In developing countries, where environmental regulations are typically less strin-
gent and agriculture plays a more prominent role in the economy, this environmental 
productivity effect may have particularly detrimental impacts on national prosperity.

The paper is organized as follows. Section I briefly summarizes the relation-
ship between ozone and health, and highlights potentially important confounders. 
Section II describes the piece-rate and environmental data. Section III provides a 
conceptual framework that largely serves to guide our econometric model, which is 
described in Section IV. Section V describes the results, with a conclusion provided 
in Section VI.

I. Background on Ozone and Health

Ozone affects respiratory morbidity by irritating lung airways, decreasing lung 
function, and increasing respiratory symptoms (Environmental Protection Agency 
2006). Studies have consistently linked higher ozone concentrations with increased 
health care visits for respiratory diseases (see, e.g., Neidell 2009), but ozone can 
also lead to minor insults that may not necessitate the use of formal health care. For 
example, research finds decreases in forced-expiratory volume in mail  carriers in 



3655gRAff zivin And nEidELL: PoLLution And woRkER PRoductivityvoL. 102 no. 7

Taiwan (Chan and Wu 2005) and agricultural workers in British Columbia, Canada 
(Brauer, Blair, and Vedal 1996) even at levels below prevailing air quality standards. 
Symptoms from ozone exposure can arise in as little as one hour, with effects exac-
erbated by exercise and with continued duration of exposure (see, e.g., Gong et al. 
1986; Kulle et al. 1985; McDonnell et al. 1983), both of which are particularly rel-
evant for our study population given the physical demands of the task and prolonged 
exposure. How these respiratory changes affect productivity is not well understood, 
though it is plausible to think that diminished lung functioning would negatively 
impact productivity for physically demanding work such as that found in agriculture.

Recovery from ozone, once removed from exposure, is also quite rapid. Nearly 
all lung functioning returns to baseline levels in healthy adults within 24 hours 
of exposure, although recovery can take longer for hyper-responsive adults with 
underlying health conditions (Folinsbee and Hazucha 2000; Folinsbee and Horvath 
1986).3 Since ozone levels fall considerably overnight as heat and sunlight decline, 
we expect lagged ozone to have minimal impacts on the productivity of our healthy 
worker population. As a result, we focus our analyses primarily on the contempora-
neous relationship between ozone and productivity. The impact of lagged ozone con-
centrations is also explored in order to confirm that our workers are indeed healthy.

As noted in the introduction, ozone formation depends, in part, on ambient tem-
peratures. Human exposure to high temperature can lead to severe negative health 
effects, including heat cramps, exhaustion, and stroke, as well as more subtle 
impacts on endurance, fatigue, and cognitive performance (e.g., González-Alonso 
et al. 1999; Hancock, Ross, and Szalma 2007), all of which may diminish the pro-
ductivity of workers. The impacts can arise in less than an hour (Hancock, Ross, and 
Szalma 2007) and are likely nonlinear, as it is mostly temperature extremes outside 
the “comfort zone” that appreciably affect health (Hancock and Warm 1989). As 
such, our empirical models will include flexible controls for temperature.

II. Data

Our data comes from a unique arrangement with an international software pro-
vider, Orange Enterprises (OE). OE customizes paperless payroll collection for cli-
ents, called the Payroll Employee Tracking (PET) Tiger software system. It tracks the 
progress of employees by collecting real-time data on attendance and harvest levels 
of individual farm workers in order to facilitate employee and payroll management. 
The PET Tiger software operates as follows. The software is installed on handheld 
computers used by field supervisors. At the beginning of the day, supervisors enter 
the date, starting time, and the crop being harvested. Each employee clocks in by 
scanning the unique barcode on his or her badge. Each time the employee brings a 
bushel, bucket, lug, or bin, his or her badge is swiped, recording the unit and time. 
Data collected in the field is transmitted to a host computer by synchronizing the 
handheld with the host computer, which facilitates the calculation of worker wages.

We have purchased the rights to daily productivity data from a farm in the Central 
Valley of California that uses this system. To protect the identity of the farm, we can 

3 Although lung functioning recovers after exposure, long-term damage to lung cells may still occur (Tepper et 
al. 1989).
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only reveal limited information about their operations. The farm, with a total size of 
roughly 500 acres, produces blueberries and two types of grapes during the warmer 
months of the year. The farm offers two distinct piece-rate contracts depending on 
the crop being harvested: time plus pieces (TPP) for the grapes and time plus all 
pieces (TPAP) for blueberries. Total daily wages (w) from each contract can be 
described by the following equations:

(1) TPP: w = 8h + p · (q-minpcs · h) · i(q > minpcs · h)

 TPAP: w = 8h + p · q · i(q > minpcs · h),

where the minimum wage is $8 per hour, h is hours worked, p is the piece rate, q is 
daily output, minpcs is the minimum number of hourly pieces to reach the piece rate 
regime, and i is an indicator function equal to 1 if the worker exceeds the minimum 
daily harvest threshold to qualify for piece-rate wages and 0 otherwise. In both 
settings, if the worker’s average hourly output does not exceed minpcs, the worker 
earns minimum wage. The marginal incentive for a worker whose output places 
them in the minimum wage portion of the compensation schedule is job security. In 
TPP, the marginal incentive in the piece rate regime is the piece rate. TPAP slightly 
differs from TPP in that it pays piece rate for all pieces when a worker exceeds the 
minimum hourly rate (as opposed to paying piece rate only for the pieces above 
the minimum). Hence, the payoff at minpcs is nonlinear and provides a stronger 
incentive to reach the threshold under this contract. The incentive beyond this kink 
remains linear as under TPP.

The worker dataset we obtained consists of a longitudinal file that follows work-
ers over time by assigning workers a unique identifier based on the barcode of their 
employee badge. It includes information on the total number of pieces harvested by 
each worker,4 the location of the field, the type of crop, the terms of the piece rate 
contract,5 time in and out, and the gender of the worker.6 Data quality is extremely 
high, as its primary purpose is to determine worker wages. The analyses in this 
paper are based on data from the farm for their 2009 and 2010 growing seasons.

Our measures of environmental conditions come from data on air quality and 
weather from the system of monitoring networks maintained by the California Air 
Resources Board (2012). These data offer hourly measures of various pollutants 
and meteorological elements at numerous monitoring sites throughout the state. The 

4 For one of the three crops, harvests are done in crews of three and individual productivity is measured as the 
total output of the crew divided by the crew size. While crew work could introduce free-riding incentives, our mea-
sure of the environmental productivity effect will only be biased if these incentives change due to pollution. This 
will only occur if both of the following are true: workers are differentially affected by ozone and the complemen-
tarities in team production are very high (e.g., Leontief production). While each member of a crew has a specific 
task, they typically help each other throughout the day, suggesting that labor is indeed substitutable within the 
crew. Moreover, Hazucha et al. (2003) find little evidence of heterogeneous health impacts of ozone across healthy 
men and women. Thus, assigning average productivity measures to individuals within a crew should not bias our 
estimates.

5 Piece-rate contracts, and thus minimum daily harvest thresholds, are fixed to the crop for the duration of the 
season. For simplicity, we label the two types of grapes as two crops given that they have different contracts.

6 Although we have limited data on the demographic characteristics of our workers, demographics of piece-rate 
agricultural workers in California obtained from the National Agricultural Workers Survey, an employment-based 
random survey of agricultural workers, indicates these workers are poor, uneducated, and speak limited English, 
with the vast majority migrants from Mexico.
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farm is in close proximity to several monitors: three monitors that provide measure-
ments of ozone and other environmental variables are within 20 miles of the farm, 
with the closest less than 10 miles away.7 For all environmental variables, we com-
pute an average hourly measure for the typical work day, which starts at 6 am and 
ends at 3 pm.

We assign environmental conditions to the farm using data from the closest mon-
itoring station to the farm. While studies find that ozone measurements at fixed 
monitors are often higher than measurement from personal monitors attached to 
individuals in urban settings (O’Neill et al. 2003), this is less of a concern in the 
agricultural setting where ratios of personal to fixed monitors have been found 
to be as high as 0.96 (Brauer and Brook 1995). Furthermore, even when the dif-
ference exists, the within-person variation is highly correlated with the within-
monitor variation (O’Neill et al. 2003). As a crude test for spatial uniformity of 
ozone levels, we regress ozone levels from the closest monitor to the farm against 
the second closest monitor with data available for both years, which is roughly 
30 miles away, and obtain an R2 of 0.85.8 Thus, despite its simplicity, we expect 
measurement error using our proposed technique for assigning ozone to the farm 
to be quite small.

Our data follows roughly 1,600 workers intermittently over 155 days. Table 1 
shows summary statistics for worker output and characteristics, environmental vari-
ables, and a breakdown of the sample size. There are three main crops harvested by 
this farm.9 Under the TPAP contracts, which are used to harvest crop type 1, workers 
reach the piece-rate regime 24 percent of workdays. For the crops paid under TPP, 
workers reach the piece-rate regime 57 percent of workdays for crop 2 and 47 per-
cent of workdays for crop 3. Under these contracts, the average hourly wages are 
$8.41, $8.16, and $8.41 for each of the three crops, respectively. We also see that 
variation in worker output is equally driven by variation within as well as across 
workers. Worker tenure with the farm is rather short, averaging 20 days, and both 
genders are well represented.10

In terms of environmental variables, the average ambient ozone level for the day 
is under 50 ppb, with a standard deviation of 13 ppb and a maximum of 86 ppb. 
Since this measure of ozone is taken over the average workday from 6 am to 3 pm, 
it corresponds closely with national ambient air quality standards (NAAQS), which 
are based on eight-hour ozone measures. Current NAAQS are set at 75 ppb, suggest-
ing that, while ozone levels during work hours can lead to exceedances of air-quality 
standards, most workdays are not in violation of regulatory standards.11 Consistent 
with the area being prone to ozone formation, mean temperature and sunlight (as 
proxied by solar radiation) are high, and precipitation is low.

7 To protect the identity of the farm, we cannot reveal the exact distance.
8 Comparable R2 for temperature is 0.94 and for particulate matter less than 2.5 μg/m3, another pollutant of much 

interest, is only 0.27; hence we do not focus on this important pollutant but include it as a covariate.
9 The timing of the harvest is determined by when each crop is ready to be picked, so workers have little discre-

tion over which crop to harvest on any given day. We explore the potential impact of worker selection into crops 
in Section VC.

10 Gender is not reported for 19 percent of the sample.
11 Violation of NAAQS is based on the daily maximum eight-hour ozone. Since our measure of ozone begins 

at 6 am, a time when ozone levels are quite low, the daily maximum eight-hour ozone is generally higher than our 
measure.
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For a deeper look at productivity, Figure 1 plots the distribution of average pieces 
collected per hour by crop and overall, with a line drawn at the rate that corresponds 
with the level of productivity that separates the minimum wage from the piece-rate 
regime (the regime threshold). To combine productivity across crops, we standard-
ize average hourly productivity by subtracting the minimum number of pieces per 
hour required to reach the piece-rate regime and dividing by the standard devia-
tion of productivity for each crop, so the value that separates regimes is 0. For the 
crop paid TPAP, we see evidence of mass displaced just before the regime thresh-
old, which is consistent with the strong incentives associated with just crossing the 
threshold under this payment scheme. For the two crops paid TPP, the distribution of 
productivity follows a symmetric normal distribution quite closely, with the excep-
tion of some displacement immediately surrounding the regime threshold for crop 2. 
Since crop 2 is harvested at a rate roughly 50 percent higher than crop 3, as shown 
in Table 1, it may be easier for workers who are close to the threshold to push them-
selves just above it by collecting a little more. If shirking occurs when the minimum 
wage binds, then we would expect part of the distribution to be shifted away from 
the area just left of the regime threshold and into the left tail. These plots, however, 

Table 1—Summary Statistics

Observations Mean SD
SD 

within worker
SD between 

workers

Panel A. Productivity variables (n = 35,461)
Minimum wage regime
 Time + all pieces, $0.5/Piece 11,752 2.03 0.57 0.44 0.47
 Time + pieces, $0.3/Piece 3,761 3.07 0.78 0.65 0.70
 Time + pieces, $1/piece 5,918 2.29 0.48 0.31 0.44
 Hours worked 21,431 7.64 1.29 0.76 1.20

Piece-rate regime
 Time + all pieces, $0.5/Piece 3,675 3.42 0.40 0.30 0.32
 Time + pieces, $0.3/Piece 5,115 4.93 0.86 0.70 0.64
 Time + pieces, $1/piece 5,240 3.88 0.82 0.50 0.66
 Hours worked 14,030 7.34 1.53 0.96 1.36

Worker characteristics
 Tenure (weeks) 35,461 2.78 2.49
 Percent male 35,461 0.30 0.46
 Percent female 35,461 0.51 0.50

Mean SD Min Max

Panel B. Environmental variables (n = 155)
Ozone (ppb) 47.77 13.24 10.50 86.00
Temperature (F) 78.15 8.52 56.30 96.98
Atmospheric pressure (mb) 1,001.55 6.48 988.86 1,012.59
Resultant wind speed (mph) 2.74 0.53 1.61 4.60
Solar radiation (W/m2) 837.33 174.07 187.00 1,083.33
Precipitation (mm) 2.40 5.05 0.00 35.48
Dew point (F) 51.96 5.81 33.14 63.43
Particulate matter <2.5 (μg/m3) 11.69 5.74 1.00 24.44

Panel c. Sample

Number of dates 155
Number of employees 1,664

notes: The sample size in panel A refers to worker-days, while the sample size in panel B refers to the number of 
harvest dates. SD: Standard deviation. Crop 1 is time plus all pieces, with a piece rate of $0.5/piece and minimum 
pieces per hour of three. Crop 2 is time plus pieces, with a piece rate of $0.3/piece and minimum pieces per hour of 
four. Crop 3 is time plus pieces, with a piece rate of $1/piece and minimum pieces per hour of three.

0.5/Piece
0.3/Piece
0.5/Piece
0.3/Piece
0.5/piece
0.3/piece
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do not exhibit such patterns, suggesting that shirking among those receiving a fixed 
wage is minimal.

The significant variation in pieces collected in Figure 1 is also noteworthy, as this 
is critical for obtaining precise estimates of the impact of ozone. Figures 2 and 3 
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Figure 1. Standardized Average Hourly Pieces Collected by Crop and for All Crops

notes: This figure plots the standardized average hourly pieces for each of the three crops and all crops, along with 
a nonparametric kernel density estimate. We standardize average hourly productivity by subtracting the minimum 
number of pieces per hour required to reach the piece-rate regime and dividing by the standard deviation of pro-
ductivity for each crop. The vertical line reflects the regime threshold for crossing from the minimum wage to the 
piece-rate regime, which is zero for all crops given the standardization.
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Figure 2. Variation in Productivity by Worker, All Crops

notes: This figure plots the mean of the standardized average hourly pieces for all crops by worker. We standardize 
average hourly productivity by subtracting the minimum number of pieces per hour required to reach the piece-rate 
regime and dividing by the standard deviation of productivity for each crop.
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further illustrate this variation both within and across workers. For Figure 2, we col-
lapse the data to the worker level by computing each worker’s mean daily produc-
tivity over time. For Figure 3, we collapse the data to the daily level by computing 
the mean output of all workers on each day. This significant variation suggests that 
both worker ability and environmental conditions appear to be important drivers of 
worker productivity.

To illustrate the relationship between ozone and temperature, Figure 4 plots the 
demeaned average hourly ozone and temperature by day separately for the 2009 
and 2010 ozone seasons, with an indicator for days on which harvesting occurs for 
each crop. This Figure reveals considerable variation in both variables over time. 
Importantly, while ozone and temperature are often correlated—temperature is an 
input into the production of ozone—there is ample independent variation for con-
ducting our proposed empirical tests.12 We also control for temperature flexibly to 
ensure that we are properly accounting for this relationship.

III. Conceptual Framework

In this section, we develop a simple conceptual model to illustrate worker incen-
tives under a piece-rate regime with a minimum wage guarantee. We begin by assum-
ing that the output q for any given worker is a function of effort e and pollution levels 
Ω. Workers are paid piece rate p per unit output, but only if their total daily wage 

12 The R2 from a regression of ozone on temperature alone is 0.61. When we more flexibly control for tempera-
ture and also include additional environmental variables as specified in the econometric model (described below), 
the R2 increases to 0.85.
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Figure 3. Variation in Productivity by Day, All Crops

notes: This figure plots the mean of the standardized average hourly pieces for all crops by day. We standardize 
average hourly productivity by subtracting the minimum number of pieces per hour required to reach the piece rate 
regime and dividing by the standard deviation of productivity for each crop.



3661gRAff zivin And nEidELL: PoLLution And woRkER PRoductivityvoL. 102 no. 7

is at least as large as the daily minimum wage  
_
 y  .13 In anticipation of our empirical 

model, we let zero denote the threshold level of output at which workers graduate 
from the minimum wage regime. Since employment contracts are extremely short-
lived, we assume that the probability of job retention τ is an increasing function of 
output levels q when q < 0.14 Denoting the costs of worker effort as c(e) and the 
value associated with job retention as k, we can characterize the workers’ maximiza-
tion problem above and below the threshold output level.

For those workers whose output level qualifies them for the piece-rate wage 
(q ≥ 0), effort will be chosen in order to maximize the following:

(2)  max   
e
   p ⋅ q (e, Ω) − c(e).

13 While minimum wage standards are typically fixed at an hourly rate, the fixed-length workday in our setting 
allows us to translate this into a daily rate.

14 The assumption of perfect retention for those above the threshold is made for simplicity. As long as the prob-
ability of job retention is higher for those workers whose harvest levels exceed the threshold, the basic intuition 
behind the results that follow remain unchanged.

Panel A. Year 2009 
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Panel B. Year 2010 
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Figure 4. Average Demeaned Daily Ozone and Temperature, and Crop Harvest Days, by Year

note: These figures plot demeaned ozone and temperature levels by day for 2009 and 2010, and indicate the days 
each of the three crops were harvested.
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For those workers whose output level places them under the minimum wage regime 
(q < 0), effort will be chosen to maximize the following:

(3)  max   
e
    

_
 y   − τ (q (e, Ω)) k − c (e).

The first-order conditions for each are

(2′ ) p ⋅   ∂q
 _ ∂e
   −   ∂c _ ∂e

   = 0;

(3′ )  −   ∂τ _ ∂q
     
∂q

 _ ∂e
   k −   ∂c _ ∂e

   = 0.

Under the piece-rate regime, workers will supply effort such that the marginal cost 
of that effort is equal to additional compensation associated with that effort. For 
those workers being paid minimum wage, the incentive to supply effort is driven 
entirely by concerns about job security.15 Workers supply effort such that the mar-
ginal cost of that effort is equal to the increased probability of job retention associ-
ated with that effort times the value of job retention.

The threat of punishment for low levels of output is instrumental in inducing 
effort under the minimum wage regime. If workers are homogenous and firms set 
contracts optimally, the gains from job retention due to extra effort will be set equal 
to the piece-rate wage, i.e., −   ∂τ _ ∂q

   k = p, such that effort exertion will be identical 
across both segments of the wage contract. If firms are unable to design optimal 
contracts, effort will differ across regimes. Of particular concern is the situation in 
which termination incentives are low-powered; i.e., −   ∂τ _ ∂q

   k < p. In this case, workers 
essentially have a limited liability contract, and thus have incentives to shirk under 
the minimum wage regime. Moreover, since the productivity impacts of pollution 
increase the probability of workers falling under the minimum wage portion of the 
compensation scheme, pollution will also indirectly increase the incentive to shirk, 
which we must account for in our econometric model.

IV. Econometric Model

The worker maximization problem characterized in the previous section suggests 
the following econometric model: 

(4) E [q | Ω, X] = P(q ≥ 0 | Ω, X) × E [q | Ω, X, q ≥ 0]

 + (1 − P (q ≥ 0 | Ω, X)) × E [q | Ω, X, q < 0],

where P is the probability a worker has output high enough to place them in the 
piece-rate regime, 1 − P is the probability a worker’s output places them in the 

15 This is conceptually quite similar to the model of efficiency wages and unemployment advanced in Shapiro 
and Stiglitz (1984), where high wages and the threat of unemployment induce workers to supply costly effort.
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minimum wage regime, and X are other factors that affect productivity (described 
in more detail below). We are primarily interested in the direct effect of pollution 
on productivity (the environmental productivity effect), and use two approaches for 
estimating this relationship. First, we estimate the following linear model:

(5) q =  β  ols  Ω +  θ  ols  X +  ε ols ,

where  β  ols  is the sum of the direct impact and, if it exists, the indirect impact of 
pollution on productivity via shirking. If the piece-rate contract is set optimally by 
imposing an appropriate termination threat as described in the previous section, 
there is no incentive to shirk, and  β  ols  will only capture the environmental productiv-
ity effect.16 To the extent that contracts are not set optimally and there is an incentive 
to shirk in the minimum wage regime,  β  ols  will instead reflect not only the environ-
mental productivity effect, but also the indirect effect due to the interaction of this 
pollution effect with shirking incentives, and hence provide an upper bound of the 
estimate of the environmental productivity effect.

To account for potential shirking, as a second approach we estimate equation (4) 
by artificially “bottom-coding” our data and estimating censored regression models. 
To do this, we leave all observations in the piece-rate regime as is, but assign a mea-
sure of productivity of 0 to all observations in the minimum wage regime.17 Thus, 
our estimation strategy can be viewed as a Type I Tobit model of the following form:

(6)  q *  =  β  cen  Ω +  θ  cen  X +  ε cen 

 q =  q *  if q ≥ 0

 q = 0 if q < 0,

where  q *  is the latent measure of productivity. Because we are interested in the 
impact of pollution on actual productivity, which can take on values less than zero, 
the environmental productivity effect is the marginal effect of pollution on the latent 
variable  q * , which is simply  β  cen . Importantly, the actual values of productivity in the 
minimum wage regime will have no impact on the likelihood function, and hence on  
β  cen . That is, if shirking occurs so that the distribution of productivity in the mini-
mum wage regime is shifted to the left, this shift will no longer influence estimates 
of  β  cen  because they have been censored. Therefore, even if workers are shirking 
when paid minimum wage, our estimates of  β  cen  will only capture the environmental 
productivity effect.

We include data from all crops in one regression by using the standardized mea-
sures of productivity described in the data section. We specify ozone in units of 
10 ppb since this value is close to prior and recently proposed policy changes for 
ozone in the United States. Given our standardization of the dependent variable, the 

16 Although environmental conditions may affect workers, they may also have a direct impact on crops. While 
there is considerable evidence to support the claim that chronic exposure to ozone affects crop yield (see, e.g., 
Manning, Flagler, and Frenkel 2003), there is no evidence to support an effect from acute exposure.

17 Because of our standardization of productivity, a value of 0 represents the value when workers switch from the 
minimum wage to piece rate regime.
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coefficients can be interpreted as a standard deviation change in productivity from 
a 10 ppb change in ozone. To control for other factors that may affect productiv-
ity, the vector X includes controls for gender, tenure with the farm (a quadratic), 
temperature, humidity, precipitation, wind speed, air pressure, solar radiation, and 
fine particulate matter (PM2.5), all measured as the mean over the typical workday. 
Since ozone is formed in part because of temperature and sunlight, it is essential 
that we properly control for these variables. To do this, we include a series of tem-
perature indicator variables for every 2.5 degrees Fahrenheit, and also interact these 
indicators with solar radiation. To control for humidity, we use dew point tempera-
ture, a measure of absolute humidity that is not a function of temperature (Barreca 
2012), and also include indicator variables for every 2.5 degrees Fahrenheit. We 
also include a series of day-of-week indicators to capture possible changes in pro-
ductivity throughout the week, indicator variables for the crop to account for the 
mean shift in productivity from different contracts, and year-month dummies to con-
trol for trends in pollution and productivity within and across growing seasons. All 
standard errors are two-way clustered on the date because the same environmental 
conditions are assigned to all workers on a given day and on the worker to account 
for serial correlation in worker productivity (Cameron, Gelbach, and Miller 2011).

In addition to the aforementioned concerns regarding shirking, several additional 
primary threats to identification remain. As previously discussed, potential con-
founding due to weather may bias results, so we control flexibly for temperature 
and sunlight—two important inputs into the ozone formation process. Furthermore, 
labor supply decisions may respond to ozone levels. Since we have measures of days 
and hours worked, we directly explore such responses. Lastly, if there is heterogene-
ity in the productivity effects of ozone and workers select into crops, this may hinder 
inference. To assess this, we explore both the heterogeneity of ozone effects and 
whether ozone or worker characteristics are related to crop assignment.

V. Results

A. Labor Supply Responses

We begin by assessing our earlier claim that the labor supply of agricultural work-
ers is insensitive to ozone levels in this setting. We estimate linear regression models 
for the decision to work and the number of hours worked (conditional on working), 
both with and without worker fixed effects. Shown in Table 2, the results in the first 
two columns, which focus on the decision to work, provide no evidence of a labor 
supply response to ozone.18 The second two columns also reveal that the number of 
hours worked is not significantly related to ozone levels. Even at the lower 95 per-
cent confidence interval, a 10 ppb increase in ozone is associated with a 0.28 drop in 
hours worked, which is a roughly 17-minute decrease in hours worked. The insensi-
tivity of these results to including worker fixed effects strengthens our confidence in 
these findings. Thus, consistent with our contention that avoidance behavior is not 

18 Marginal effects from logit and probit models for the decision to work are virtually identical to the results from 
the linear probability model.
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an issue in this setting, farm workers do not appear to adjust their work schedules in 
response to ozone levels.

B. Main Productivity Results

In Table 3, we present our main results. Column 1 presents results from our 
linear regression model. The estimated coefficient suggests that a 10 ppb increase 
in ozone leads to a statistically significant decrease in productivity of 0.143 of a 
standard deviation.19 Based on the distribution of ozone and productivity in our 
sample, this estimate implies that a 10 ppb decrease in ozone increases worker 

19 Although we control for other local pollutants that might affect productivity, such as PM2.5, we do not control 
for NOx because it is a precursor to ozone formation. The transport of ozone, however, suggests that most of the 

Table 2—Regression Results of the Effect of Ozone on Avoidance Behavior

Extensive margin: 
probability(work)

Intensive margin:  
hours worked

(1) (2) (3) (4)

Ozone (10 ppb) 0.001 −0.001 0.015 0.026
[0.026] [0.027] [0.149] [0.154]

Worker fixed effect N Y N Y
Mean of dep. var. 0.905 0.905 7.52 7.52

Observations 39,223 39,223 35,461 35,461
R2 0.12 0.17 0.33 0.36

notes: Standard errors clustered on date and worker in brackets. Hours worked is conditional 
upon working. All regressions include controls for gender, farm tenure (quadratic), tempera-
ture (2.5 degree F indicators), solar radiation, temperature (2.5 degree F indicators) × solar 
radiation, air pressure, wind speed, dew point (2.5 degree F indicators), precipitation, particu-
late matter < 2.5 µg , day of week dummies, month × year dummies, and piece rate contract 
type dummies. All environmental variables are the mean of hourly values from 6 am–3 pm.

Table 3—Main Regression Results of the Effect of Ozone on Productivity

(1) (2) (3) (4)
Ozone (10 ppb) −0.143** −0.174** −0.164 −0.155

[0.068] [0.074] [0.109] [0.100]
Model Linear Tobit Median Censored median
Mean of dep. var. −0.323 −0.323 −0.323 −0.323

Observations 35,461 35,461 35,461 25,955
(Psuedo) R2 0.34 0.12 0.22 0.28

notes: Standard errors clustered on date and worker in brackets. The dependent variable is 
standardized hourly pieces collected, which is the average hourly productivity minus the mini-
mum number of pieces per hour required to reach the piece rate regime, divided by the standard 
deviation of productivity for each crop. All regressions include controls for gender, farm ten-
ure (quadratic), temperature (2.5 degree F indicators), solar radiation, temperature (2.5 degree 
F indicators) × solar radiation, air pressure, wind speed, dew point (2.5 degree F indicators), 
precipitation, particulate matter < 2.5 µg , day of week dummies, month × year dummies, and 
piece rate contract type dummies. All environmental variables are the mean of hourly val-
ues from 6 am–3 pm. Bootstrapped standard errors for both median regressions were obtained 
using 250 replications.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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productivity by 5.5 percent. If wage contracts are set optimally, this is an unbiased 
estimate of the effect of ozone pollution. If contracts are not set optimally and 
workers shirk when the minimum wage binds, then this estimate will overstate the 
impact of ozone. In column 2 we show results from a Type I Tobit model, where 
we artificially censor observations when the minimum wage binds, and find a 
slightly larger estimate of 0.174 standard deviation effect from a 10 ppb change 
in ozone, with the difference not statistically different from those found under the 
linear model.20

Since this Tobit model assumes normality and homoskedasticity, we assess the 
sensitivity of our results to these assumptions by estimating a censored median 
regression model, also displaying results from an uncensored median regression 
model as a reference point.21 Shown in column 3, the median regression estimate 
of 0.164 is quite comparable to the linear regression estimate, which is not surpris-
ing given the distribution of productivity shown in Figure 1. The censored median 
regression estimate of 0.155, shown in column 4, is also quite similar to the esti-
mates from the parametric censored models, lending support to the parametric 
assumptions of the Tobit model. The comparability of the four estimates in this table 
suggests that shirking due to the minimum wage is relatively minimal in this setting. 
Thus, the basic linear regression specification appears to yield unbiased estimates of 
the pollution productivity effect.22

In Table 4, we explore the sensitivity of the linear estimates to various additional 
assumptions. Column 1 repeats the baseline results. In column 2 we include worker 
fixed effects. Although this increases the explanatory power of our regressions con-
siderably, the estimates for ozone fall somewhat to 0.101, though this change is 
not statistically significant. Thus, consistent with the notion that workers are not 
selecting into employment on any given day based on ozone concentrations, cross-
sectional and fixed effects estimates are quite similar.

Figure 1 provided some evidence that worker effort changes near the regime 
threshold, particularly for crop 1 where contracts are TPAP. If higher ozone levels 
reduce productivity and hence make it more likely for workers to fall into the mini-
mum wage regime, this offsetting increase in effort may bias our results downward. 
In the next two columns of Table 4, we address this by excluding observations that 
are close to the regime threshold, varying our definition of “close.” Consistent with 
expectations, our results are slightly larger as we exclude more observations, but 
these differences are minimal.

While our data agreement entitles us to productivity data aggregated to the daily 
level, we have time-stamped measures for crop 1, thus allowing us to explore how 
the impacts of ozone vary throughout the day. There are two notable limitations in 

NOx that contributes to the production of ozone is emitted in urban centers far from the farm. Consistent with this, 
if we add a control for local NOx, the coefficient on ozone changes minimally.

20 Consistent with these results, if we specify the dependent variable as the probability the worker reaches the 
piece-rate regime, we find that ozone reduces this probability by 5.9 percentage points and is statistically significant 
at the 10 percent level.

21 We estimate a censored median model using the three-step procedure developed by Chernozhukov and Hong 
(2002).

22 Consistent with the notion that shirking may be minimized through the threat of termination, we find that 
workers in the lower deciles of the productivity distribution are much more likely to separate from the farm than 
those in the upper deciles (unreported results available upon request from the authors).
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this intraday analysis: (i) while pieces can be delivered at any time, environmental 
variables are measured by clock hour; and (ii) workers sometimes deliver several 
pieces at once. As a result, we construct hourly productivity measures using linear 
interpolation. We then use this linearly interpolated hourly data to examine intraday 
impacts by interacting ozone with the hour of the day, also controlling for hour of the 
day to account for changes in fatigue as the day progresses. Although the  estimate 
for each hour is not statistically significant at conventional levels, which is not sur-
prising given the measurement error induced by interpolation, the estimates suggest 
a pattern whereby ozone begins to impact productivity by 10 am and remains fairly 
steady from that point onward (results available upon request).

To address potential concerns about the cumulative effect of ozone exposure, we 
also present results that include one- and two-day lags of ozone. Since ozone levels 
may only reflect exposure on days when workers actually work, we limit our focus 
to days when workers have worked the previous day by excluding from our analysis 
the first one or two days of the workweek depending on how many lags we include 
in our specification. Shown in column 5 of Table 4 are results without any lags but 
excluding Monday, which are slightly higher than the baseline results. Including one 
lag of ozone, shown in column 6, we find that the coefficient on contemporaneous 
ozone remains the same, and lagged ozone is negative but statistically insignificant. 
The results in column 7 show that excluding the first two workdays continues to 
increase the contemporaneous coefficient on ozone. Including two lags of ozone, 
column 8 shows that the coefficient on contemporaneous ozone remains statistically 

Table 4—Sensitivity of Regression Results of the Effect of Ozone on Productivity

(1) (2) (3) (4) (5) (6) (7) (8)
Ozone −0.143** −0.101* −0.148** −0.160** −0.197*** −0.197*** −0.248*** −0.229***
 (10 ppb) [0.068] [0.059] [0.075] [0.080] [0.0683] [0.0686] [0.0788] [0.0842]
1 lag ozone 0.004 −0.066
 (10 ppb) [0.045] [0.056]
2 lag ozone 0.114**
 (10 ppb) [0.0493]
Sum of coefficients −0.193 −0.182

[0.076]** [0.100]*
Model Baseline Worker 

fixed 
effect

Exclude 
obs. 0.1 SD 
of regime 
threshold

Exclude 
obs. 0.2 SD 
of regime 
threshold

Exclude 
Monday

Exclude 
Monday

Exclude 
Monday 

and 
Tuesday

Exclude 
Monday 

and 
Tuesday

Mean of dep. var. −0.323 −0.323 −0.360 −0.389 −0.235 −0.235 −0.183 −0.183

Observations 35,461 35,461 31,706 29,376 25,456 25,456 17,498 17,498
R2 0.34 0.59 0.36 0.38 0.36 0.36 0.35 0.36

notes: Standard errors clustered on date and worker in brackets. The dependent variable is standardized hourly 
pieces collected, which is the average hourly productivity minus the minimum number of pieces per hour required 
to reach the piece rate regime, divided by the standard deviation of productivity for each crop. All regressions are 
based on linear models that include controls for gender, farm tenure (quadratic), temperature (2.5 degree F indica-
tors), solar radiation, temperature (2.5 degree F indicators) × solar radiation, air pressure, wind speed, dew point 
(2.5 degree F indicators), precipitation, particulate matter < 2.5 µg , day of week dummies, month × year dummies, 
and piece rate contract type dummies. All environmental variables are the mean of hourly values from 6 am–3 pm.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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significant and again unchanged, while one lag of ozone is statistically insignificant 
and the second lag is significant but positive, with colinearity of ozone across days 
as one possible explanation for the seemingly perverse sign. Most notably, the sum 
of the ozone coefficients is quite close to the contemporaneous effect regardless 
of the lags included. Together, these estimates suggest that the predominant effect 
of ozone is from same-day exposure, with an overnight respite from ozone suffi-
cient for lung functioning to return to baseline levels. Moreover, this rapid recovery 
implies that the environmental productivity effects measured in this paper are pre-
dominantly impacting a healthy population.23

Throughout our analysis, we have assumed ozone has a linear effect on productiv-
ity. In Figure 5, we present estimates that allow for a nonlinear effect by including 
indicator variables for every 4 ppb of ozone, omitting < 30 ppb as the reference 
category. As shown, the figure illustrates a relatively linear and steady increase in 
the productivity impacts of ozone over the entire range of ozone. Perhaps more 
importantly, the impacts appear to become statistically significant at 42–46 ppb, a 

23 Recall from Section II that chamber studies suggest a rapid recovery from ozone exposure for healthy indi-
viduals. As further evidence consistent with these workers being generally healthy, we find that lagged ozone levels 
are not significantly related to the decision to work.
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Figure 5. Regression Results of the Effect of Ozone on Productivity  
Using More Flexible Controls for Ozone

notes: This figure plots the coefficients for the ozone indicator variables (< 30 ppb reference category), with the 
95 percent confidence interval based on standard errors clustered on date and worker in gray. The dependent vari-
able is standardized hourly pieces collected, which is the average hourly productivity minus the minimum num-
ber of pieces per hour required to reach the piece rate regime, divided by the standard deviation of productivity for 
each crop. The regression includes controls for gender, farm tenure (quadratic), temperature (2.5 degree F indica-
tors), solar radiation, temperature (2.5 degree F indicators) × solar radiation, air pressure, wind speed, dew point 
(2.5 degree F indicators), precipitation, particulate matter < 2.5 µg, day of week dummies, month × year dummies, 
and piece rate contract type dummies. All environmental variables are the mean of hourly values from 6 am–3 pm.
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concentration well below current air quality standards of 75 ppb or even proposed 
reforms of 60 ppb.

C. Heterogeneity of Productivity Results

To assess whether individuals are differentially affected by ozone, we explore poten-
tial heterogeneity by interacting ozone with the limited worker characteristics in our 
dataset (tenure with the farm and gender) and with the crop, shown in Table 5.24 While 

24 We also estimated quantile regression models for each decile of worker productivity, and found that ozone has a 
similar effect on worker productivity throughout the entire productivity distribution (results available upon request).

Table 5—Heterogeneity of Regression Results of the Effect of Ozone on Productivity

(1) (2) (3) (4) (5)

Ozone (10 ppb) −0.143** −0.149** −0.169** −0.135* −0.006
[0.068] [0.075] [0.069] [0.076] [0.041]

Ozone (10 ppb) × tenure −0.007
[0.015]

Ozone (10 ppb) × tenure2 0.002
[0.001]

Ozone (10 ppb) × female 0.040**
[0.017]

Ozone (10 ppb) × unknown 0.029
[0.025]

Ozone (10 ppb) × crop1 −0.216***
[0.071]

Ozone (10 ppb) × crop2 0.149**
[0.060]

Tenure 0.038* 0.083 0.039* 0.054** 0.000
[0.023] [0.077] [0.023] [0.022] [0.015]

Tenure2 −0.002 −0.013* −0.002 −0.003* 0.002
[0.002] [0.007] [0.002] [0.002] [0.001]

Female −0.094*** −0.092*** −0.284*** −0.093*** 0.257***
[0.035] [0.035] [0.083] [0.035] [0.039]

Unknown 0.069 0.068 −0.07 0.062 0.093*
[0.050] [0.050] [0.125] [0.049] [0.053]

Model Baseline
Tenure

interaction
Gender

interaction
Crop

interaction y = pr(crop 2)
Mean of dep. var. −0.323 −0.323 −0.323 −0.323 0.443

Observations 35,461 35,461 35,461 35,461 20,034
R2 0.344 0.346 0.345 0.356 0.201

notes: Standard errors clustered on date and worker in brackets. The dependent variable in columns 1–4 is stan-
dardized hourly pieces collected, which is the average hourly productivity minus the minimum number of pieces 
per hour required to reach the piece rate regime, divided by the standard deviation of productivity for each crop. 
The dependent variable in column 5 is whether the worker harvested crop 2, and the sample is restricted to days 
when only crop 2 or 3 are harvested. In addition to covariates shown, all regressions are based on linear models 
that include controls for temperature (2.5 degree F indicators), solar radiation, temperature (2.5 degree F indi-
cators) × solar radiation, air pressure, wind speed, dew point (2.5 degree F indicators), precipitation, particulate 
matter < 2.5 µg, day of week dummies, month × year dummies, and piece rate contract type dummies. All environ-
mental variables are the mean of hourly values from 6 am–3 pm. “Unknown” indicates that gender was not reported 
in our data.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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workers with more experience may be more resilient to ozone by being better able 
to pace themselves throughout the day, column 2 finds no such evidence. Interacting 
ozone with a quadratic in tenure is statistically insignificant and the level effect of 
ozone is largely unchanged. Shown in column 3, we find that ozone has a smaller 
impact on productivity for women.25 While the magnitude of the difference between 
the effect for men and women is quite small, this result is contrary to laboratory stud-
ies that generally find no differential impact on lung functioning by gender (Hazucha, 
Folinsbee, and Bromberg 2003). Column 4 interacts ozone with crop dummy vari-
ables and reveals considerable heterogeneity in the productivity effects of ozone. The 
effect for crop 1 is significantly larger than crop 3 (the reference category), while the 
effect for crop 2 is significantly smaller. Since crops 2 and 3 are both paid time plus 
pieces, these differences are not driven by the different contract types.

To understand this source of heterogeneity, we first explore whether worker 
assignment to crop may explain these patterns. To assess this, we run a regression 
to predict working on crop 2, limiting our sample to days when only crop 2 or 
3 is harvested (since crop 1 is harvested in a different time period). As shown in 
column 5, gender is related to crop assignment: females are more likely to select 
into crop 2. Given that females are less affected by ozone, this suggests that gender 
selection into crops may explain some of this heterogeneity. Based on estimates 
from columns 3–5, however, gender selection can only explain 7 percent of the crop 
heterogeneity, suggesting that other factors must explain the differential effects by 
crop.26 Importantly, ozone is not related to crop assignment, confirming that our 
estimates represent a valid estimate of the average treatment effect across the crops.

One explanation for this heterogeneity may be the differing physical demands 
placed on workers across crops. While crops 2 and 3 (grapes) are trellised such that 
harvestable fruit is waist to shoulder height, crop 1 (blueberries) grows closer to the 
ground, which requires considerable bending for workers and thus requires more 
energy to harvest. Within grapes, the crop 2 varietal is a delicate one that requires 
a slower and more careful harvest to avoid fruit damage, thus placing less physical 
demands on workers. Therefore, our findings that crop 1, which places the greatest 
physical demands on workers, is most affected by ozone and crop 2, which places 
the least physical demands, is least affected is consistent with laboratory studies 
(discussed in Section II) that find lung functioning impairment due to ozone is exac-
erbated by exercise.

VI. Conclusion

In this paper, we merge a unique dataset on individual-level daily harvest rates 
for agricultural workers with data on environmental conditions to assess the impact 
of ozone pollution on worker productivity. We find that a 10 ppb change in average 
ozone exposure results in a significant and robust 5.5 percent change in agricultural 
worker productivity. Importantly, this environmental productivity effect suggests 

25 Despite the smaller impact of ozone for females, the coefficient on gender reveals that female productivity is 
considerably lower than male productivity on average. As discussed in Table 1, gender is not reported for roughly 
19 percent of the sample.

26 We obtain this estimate of 7 percent by multiplying the differential effect of ozone by gender (0.04) by the 
selection into crop 2 (0.257), and dividing it by the amount of heterogeneity (0.149).
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that common characterizations of environmental protection as purely a tax on pro-
ducers and consumers to be weighed against the consumption benefits associated 
with improved environmental quality may be misguided. Environmental protec-
tion can also be viewed as an investment in human capital, and its contribution to 
firm productivity and economic growth should be incorporated in the calculus of 
policymakers.

Our results also speak to the ongoing debates on ozone policy. Ozone pollution 
continues to be a pervasive environmental issue throughout much of the world. 
Debates over the optimal level of ozone have ensued for many years, and current 
efforts to strengthen these standards remain contentious. Defining regulatory stan-
dards depends, in part, on the benefits associated with avoided exposure, which has 
traditionally been estimated through a focus on high-visibility health effects such as 
hospitalizations. The labor productivity impacts measured in this paper help make 
these benefits calculations more complete. Our results indicate that ozone, even at 
levels below current air-quality standards in most of the world, has significant nega-
tive impacts on worker productivity, suggesting that the strengthening of regulations 
on ozone pollution would yield additional benefits.

These impacts of ozone on agricultural workers are also important in their own 
right. A back-of-the envelope calculation that applies the environmental productiv-
ity effect estimated in the Central Valley of California to the whole of the United 
States suggests that the 10 ppb reduction in the ozone standard currently being con-
sidered by EPA would translate into an annual cost savings of approximately $700 
million in labor expenditure.27 In the developing world, where national incomes 
depend more heavily on agriculture, these productivity effects are likely to have a 
much larger impact on the economy and the well-being of households. Nearly 1.1 
billion individuals—35 percent of the active labor force—work in the agricultural 
sector worldwide (International Labour Organization 2011). The impacts of ozone 
may be especially large in countries like India, China, and Mexico, where rapid 
industrial growth and automobile penetration contribute precursor chemicals that 
contribute to substantially higher levels of ozone pollution.

While the impacts of ozone on agricultural productivity are large, the generaliz-
ability of these findings to other pollutants and industries is unclear. Agricultural 
workers face considerably higher levels of exposure to pollution than individuals 
who work indoors. That said, roughly 11.8 percent of the US labor force works in 
an industry with regular exposure to outdoor conditions, and this figure is much 
higher for middle- and lower-income countries (Graff Zivin and Neidell forthcom-
ing). Moreover, many forms of outdoor pollution diminish indoor air quality as well. 
For example, indoor penetration of fine particulate matter ranges from 38–94 per-
cent for typical residential homes in the United States (Abt et al. 2000). Examining 
the generalizability of the environmental productivity effect estimated in this paper 
to other pollutants and industries represents a fruitful area for future research.

27 Total labor expenditure in US agriculture was approximately $26.5 billion in 2007 (United States Department 
of Agriculture 2009). Ozone season in California runs from April through October. Using the conservative assump-
tion that the seasonal distribution of agricultural labor expenditure is flat (it is likely lower in winter) yields a total 
annual expenditure of $13.25 billion that is exposed to ozone productivity risk. The calculation assumes that the new 
standard shifts the entire distribution of ozone down by 10ppb and not just values that exceed air quality standards.
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a b s t r a c t

Exposure to elevated concentrations of surface ozone (O3) causes substantial reductions in the agricul-
tural yields of many crops. As emissions of O3 precursors rise in many parts of the world over the next
few decades, yield reductions from O3 exposure appear likely to increase the challenges of feeding
a global population projected to grow from 6 to 9 billion between 2000 and 2050. This study estimates
year 2000 global yield reductions of three key staple crops (soybean, maize, and wheat) due to surface
ozone exposure using hourly O3 concentrations simulated by the Model for Ozone and Related Chemical
Tracers version 2.4 (MOZART-2). We calculate crop losses according to two metrics of ozone exposure e

seasonal daytime (08:00e19:59) mean O3 (M12) and accumulated O3 above a threshold of 40 ppbv
(AOT40) e and predict crop yield losses using crop-specific O3 concentration:response functions
established by field studies. Our results indicate that year 2000 O3-induced global yield reductions
ranged, depending on the metric used, from 8.5e14% for soybean, 3.9e15% for wheat, and 2.2e5.5% for
maize. Global crop production losses totaled 79e121 million metric tons, worth $11e18 billion annually
(USD2000). Our calculated yield reductions agree well with previous estimates, providing further
evidence that yields of major crops across the globe are already being substantially reduced by exposure
to surface ozone e a risk that will grow unless O3-precursor emissions are curbed in the future or crop
cultivars are developed and utilized that are resistant to O3.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Surface ozone (O3) is a major component of smog, produced in
the troposphere by the catalytic reactions of nitrogen oxides
(NOx¼NOþNO2) with carbonmonoxide (CO), methane (CH4), and
non-methane volatile organic compounds (NMVOCs) in the pres-
ence of sunlight. In addition tohaving a detrimental effect onhuman
health, field experiments in the United States, Europe, and Asia
demonstrate that surface ozone causes substantial damage tomany
plants and agricultural crops, including increased susceptibility to
disease, reduced growth and reproductive capacity, increased
senescence, and reductions in cropyields (Mauzerall &Wang, 2001).
O3 penetrates leaves through the stomata, where it reacts with
: þ1 609 258 6082.
ry), mauzeral@princeton.edu
ry.Horowitz@noaa.gov (L.W.

All rights reserved.
various compounds to yield reactive odd-oxygen species that
oxidize plant tissue and result in altered gene expression, impaired
photosynthesis, protein and chlorophyll degradation, and changes
inmetabolic activity (Booker et al., 2009; Fuhrer, 2009). Basedon the
large-scale experimental studies of the National Crop Loss Assess-
ment Network (NCLAN) conducted in the United States in the 1980s
(Heagle, 1989; Heck, 1989), the U.S. Environmental Protection
Agency (EPA) estimated that the yields of about one third of U.S.
cropswere reduced by10%due to ambient O3 concentrations during
this time (EPA,1996). Results from the EuropeanOpen-Top Chamber
Programme (EOTC) in the 1990s (Krupa et al.,1998) similarly suggest
that the European Union (EU) may be losing more than 5% of their
wheat yield due toO3 exposure (Mauzerall &Wang, 2001). Although
comparable large-scale studies have not been conducted in devel-
oping countries, the potential risk of ambient O3 exposure to agri-
cultural production has been documented through both small-scale
field studies and modeling efforts in East Asia (Chameides et al.,
1999; Aunan et al., 2000; Wang & Mauzerall, 2004; Huixiang et al.,
2005), the Indian subcontinent (Agrawal, 2003; Wahid, 2003;
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Emberson et al., 2009; Debaje et al., 2010), Egypt (Abdel-Latif, 2003),
and South Africa (Van Tienhoven & Scholes, 2003).

With over one billion people in the world currently estimated to
be undernourished (FAO, 2009), the impact of O3 pollution on
present-day and future global food production deserves attention.
This is especially true as both population and O3-precursor emis-
sions are projected to increase in most developing nations over the
next few decades (Naki�cenovi�c et al., 2000; Dentener et al., 2005;
Riahi et al., 2007). Rising emissions of O3-precursors in these
countries pose a risk to not only their national and regional food
security but also to global food production as O3 and some of its
precursors are sufficiently long-lived to be transported between
continents (Fiore et al., 2009).

To our knowledge, only one study has calculated O3-induced
crop yield reductions in the present and the near future on a global
scale. Van Dingenen et al. (2009) (hereafter VD2009) use concen-
tration:response (CR) functions derived from field studies, simu-
lated datasets of global crop distributions, O3 precursor emissions
for the year 2000 and 2030 as projected under the optimistic
“current legislation (CLE) scenario” (which assumes that presently
approved air quality legislationwill be fully implemented by 2030),
and simulated global hourly ozone concentrations by the TM5
atmospheric chemical transport model (CTM). VD2009 calculate
that present-day global crop yield losses are significant for wheat
and soybean (up to 12 and 16%, respectively) but smaller for the
more O3-tolerant rice and maize crops (between 3% and 5%), with
total production losses worth $14e26 billion (USD2000) annually.
VD2009 additionally find that global crop yield reductions increase
only marginally under the 2030 CLE scenario, with the most
significant additional losses primarily occurring in developing
nations where emission regulations do not exist or are particularly
lenient and/or unenforced.

The VD2009 study is an important step towards assessing O3 risk
to agricultural production globally, but further work is necessary to
reduce uncertainties and to verify crop yield loss estimates under
both current day and potential future levels of O3. In this first part of
our two-paper series, we provide an estimate of global crop yield
reductions and economic losses due to ozone exposure in the year
2000 using simulated O3 concentrations, field-based CR relation-
ships, and crop distributions of three key staple crops: soybean,
maize, and wheat. In part two of the series (Avnery et al., 2011), we
compare these present-day crop yield reductions and their associ-
ated costs with future estimates of O3-induced crop losses in 2030
calculatedwith simulatedO3distributions according to twodifferent
emission scenarios: the Intergovernmental Panel on Climate Change
(IPCC) Special Report on Emissions Scenarios (SRES) B1 and A2
storylines (Naki�cenovi�c et al., 2000). These scenarios represent
optimistic and pessimistic trajectories of ozone precursor emissions
in order to illustrate a range of possible future crop losses and the
importance of O3 mitigation.

We use a similar methodology to VD2009, which is modeled on
the analyses of Aunan et al. (2000) andWang andMauzerall (2004)
(hereafter WM2004). However, our study differs from and
compliments VD2009 in a number of important ways. Most
significantly, we use the global chemical transport Model for Ozone
and Related Chemical Tracers version 2.4 (MOZART-2) to simulate
hourly O3 concentrations at a 2.8� � 2.8� horizontal resolution. This
resolution is higher than the 6� � 4� resolution used by VD2009
over South America, Africa, and other parts of the Southern Hemi-
sphere. We also perform a detailed spatial evaluation of simulated
surface O3 concentrations over the U.S. and Europe, as well as at
surface observation sites in Asia, Africa, South America, and the
Pacific where data are available. Additionally, the crop distribution
maps used in this study to calculate production losses are globally-
gridded, satellite datasets merged with national yield statistics
(Monfreda et al., 2008; Ramankutty et al., 2008), thereby removing
some of the uncertainty associated with modeling crop distribu-
tions based on suitability indices (as used by VD2009).

2. Methodology

To estimate global crop yield losses due to O3 exposure we use:
(1) observation-based global crop production maps; (2) simulated
surface ozone concentrations fromwhich we calculate O3 exposure
over crop growing seasons; and (3) CR functions that relate a given
level of ozone exposure to a predicted yield reduction. Here we
discuss the sources of each of these datasets and themethodologies
used to evaluate resulting global crop yield reductions due to O3
exposure and their associated costs.

2.1. Distribution of selected grain crops

The global crop distribution datasets, including both crop areas
and yields, were compiled by Monfreda et al. (2008) and
Ramankutty et al. (2008) using a data fusion technique in which
two different satellite-derived products (Boston University’s
MODIS-based land cover product and the GLC2000 data set
obtained from the VEGETATION sensor aboard SPOT4) were
merged with national-, state-, and county-level census yield
statistics. Area harvested and yields of 175 distinct crops were
compiled at 5 min � 5 min latitudeelongitude resolution for the
years 1997e2003 and subsequently averaged to produce a single
representative value for each country circa year 2000 (see
Monfreda et al. (2008) for further details). These crop distribution
maps for soybean, maize, and wheat have been regridded to match
the 2.8� � 2.8� resolution of MOZART-2 (Fig. 1) for our calculations
of O3-induced yield reductions.

2.2. Plant exposure to O3

2.2.1. MOZART-2 model simulation
MOZART-2 (Horowitz et al., 2003) is a global chemical transport

model (CTM) that contains a detailed representation of tropo-
spheric ozoneenitrogen oxideehydrocarbon chemistry, accounting
for surface emissions, emissions from lightning and aircraft,
advective and convective transport, boundary layer exchange, and
wet and dry deposition. Surface emission sources include fossil fuel
combustion, biomass burning, vegetation, soils, and oceans.
MOZART-2 simulates the concentrations and distributions of 63
gas-phase species and 11 aerosol and aerosol precursor species
(including sulfate, nitrate, ammonium, black carbon, organic
carbon, andmineral dust of 5 size bins with diameters ranging from
0.2 to 20.0 mm). The model, driven here by the National Center for
Atmospheric Research (NCAR) Community Climate Model
(MACCM3) (Kiehl et al., 1998), has a 2.8� � 2.8� horizontal resolu-
tionwith 34 hybrid sigma-pressure levels up to 4 hPa, and a 20-min
time step for chemistry and transport.

The year 2000 model simulation used in this study (Horowitz,
2006) is based on the 1990 simulation from Horowitz et al.
(2003) with year 1990 anthropogenic emissions scaled by the
ratio of 2000:1990 emissions in four geopolitical regions as speci-
fied by the IPCC SRES (Naki�cenovi�c et al., 2000). As emission
changes from 1990 to 2000 are the same in all scenarios, we used
the same scaling factors to obtain year 2000 B1 and A2 emissions
(Table 1). The 1990 anthropogenic emissions are based on the
Emission Database for Global Atmospheric Research (EDGAR)
version 2.0 (Olivier et al., 1996) with some modifications (Horowitz
et al., 2003). Biomass burning and biogenic emission inventories for
the 1990 simulation are also included, described in detail in
Horowitz et al. (2003) and Horowitz (2006). The biomass burning



Fig. 1. Global distributions of soybean, maize, and wheat in the year 2000. Data are from Ramankutty et al. (2008) and Monfreda et al. (2008), regridded to MOZART-2 resolution
(2.8� latitude � 2.8� longitude).
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inventory is “climatological” and thus does not vary annually to
reflect actual biomass burning episodes. Two-year simulations
were performed, with the first year used as spin-up and results
from the second year analyzed.

2.2.2. Metrics of O3 exposure and CR relationships
In order to assess the present and potential future impacts of

O3 on agriculture, open-top chamber (OTC) field studies
primarily in North America and Europe have established crop-
specific CR functions that predict the yield response of a crop to
a given level of ozone exposure (Heagle, 1989; Heck, 1989;
Krupa et al., 1998). These CR functions require a statistical
index to summarize the pattern of O3 exposure during the crop
growing season. We use two exposure-based metrics, M12 and
AOT40, and their CR relationships to calculate crop yield losses
globally:



Table 1
Scaling factors derived from the IPCC SRES scenarios used with the 1990 base
emissions in MOZART-2 to obtain year 2000 anthropogenic emissions. The scaling
factors to obtain 2000 from 1990 emissions are the same for all SRES scenarios.

OECDa REFb Asiac ALMd

CH4 1.008 0.825 1.111 1.110
CO 0.900 0.599 1.149 1.022
NMVOC 0.850 0.823 1.139 1.143
NOx 0.950 0.626 1.296 1.215
N2O 0.998 0.934 1.118 1.099
SOx 0.749 0.647 1.429 1.212

a ‘OECD’ refers to countries of the Organization for Economic Cooperation and
Development as of 1990, including the US, Canada, western Europe, Japan and
Australia.

b ‘REF’ represents countries undergoing economic reform, including countries of
eastern European and the newly independent states of the former Soviet Union.

c ‘Asia’ refers to all developing countries in Asia, excluding the Middle East.
d ‘ALM’ represents all developing countries in Africa, Latin America and the

Middle East.
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M12 ðppbvÞ ¼ 1
n

Xn
½Co3�i
i¼1

AOT40 ðppmhÞ ¼
Xn

i¼1

�½Co3�i�0:04
�
for Co3 � 0:04 ppmv

where: [Co3]i is the hourly mean O3 concentration during local
daylight hours (8:00e19:59); and n is the number of hours in the
3-month growing season.

We define the “growing season” like VD2009 as the 3 months
prior to the start of the harvest period according to crop calendar
data from the United States Department of Agriculture (USDA)
(USDA, 1994, 2008). While we could not obtain growing season
data for every country, crop calendars for the top producing
countries of each crop (representing greater than 95% of global
production) were available and compiled. Global maps showing the
start of the growing season (as defined here) for each crop are
available in the Supplementary material.

Of the two types of exposure-based metrics used here (mean
and cumulative), cumulative indices (e.g. AOT40) that ascribe
greater weight to higher O3 concentrations are believed to be more
accurate predictors of crop yield losses than mean metrics (e.g.
M12) (Lefohn & Runeckles, 1988). The AOT40 index is favored in
Europe and is currently used to define air quality guidelines to
protect vegetation (Fuhrer et al., 1997). We include the M12 metric
(and substitute the highly correlated M7 metric when M12
parameter values have not been defined for certain crops) in order
to facilitate intercomparisons among previous studies, and because
this metric is the most robust in terms of replicating observed O3
exposure values (see Section 3). The M7 metric is defined like M12
except using daylight hours from 9:00e15:59. Although stomatal
flux metrics (which aim to quantify the effective flux of O3 into
Table 2
Concentration:response equations used to calculate relative yield losses of soybean, maize
losses. Relative yield loss (RYL) is calculated by subtracting the RY from unity, which repres
Lesser et al. (1990) CR functions are based on the U.S. NCLAN studies, while the relationsh
experiments. See Section 2.2.2 for definitions of M7, M12 and AOT40. We calculate yield re
our estimates of total O3-induced wheat yield and crop production losses.

Crop Exposure e Relative Yield Relation

Soybean RY ¼ exp[�(M12/107)1.58]/exp[�(2
RY ¼ �0.0116 � AOT40 þ 1.02

Maize RY ¼ exp[�(M12/124)2.83]/exp[�(2
RY ¼ �0.0036 � AOT40 þ 1.02

Wheat RY ¼ exp[�(M7/137)2.34]/exp[�(25
RY ¼ exp[�(M7/186)3.2]/exp[�(25/
RY ¼ �0.0161 � AOT40 þ 0.99
plant stomata after accounting for temperature, water availability
and plant defenses) have been shown to more accurately predict
the yield response of some crops, flux-based indices are not yet
suitable for large-scale impact analyses due to a lack of relevant
data and the need to reduce remaining uncertainties (Musselman
et al., 2006; Paoletti et al., 2008; Booker et al., 2009; Fuhrer,
2009). Furthermore, flux metric parameterizations are currently
only available for wheat and potato.

For each metric, CR functions have been obtained by fitting
linear, quadratic, orWeibull functions to the yield responses of crops
at different levels of O3 exposure. The CR relationships for the M7
andM12metrics have aWeibull functional formwhile theAOT40CR
relationships are linear. We use median parameter values of pooled
CR relationships fromavariety of cultivars grown in theU.S. (Heagle,
1989; Heck, 1989) adapted from WM2004 for the M7/M12 metrics.
For the AOT40 index, we use CR functions based on field studies in
both the U.S. and Europe defined in Mills et al. (2007). Because
robust CR data are lacking for Asia, Africa, and South America, we
apply the U.S. and European CR functions globally. Table 2 lists the
CR equations used to calculate the relative yields (RY) of soybean,
maize, and wheat as a function of each metric.
2.3. Yield reductions and associated costs

2.3.1. Integrated assessment
We follow the integrated assessment approach outlined by

WM2004 and VD2009 and combine crop distribution maps, O3
exposure, and CR relationships to calculate relative yield lost (RYL)
(i.e. yield lost compared to a theoretical yield without O3 damage),
crop production losses (CPL), and economic losses (EL). We first
calculate O3 exposure (according to M12 and AOT40) using simu-
lated hourly O3 concentrations over the appropriate growing
season for soybean, maize, and wheat in each 2.8� � 2.8� grid cell.
We then calculate RYLi (according to the CR functions defined in
Table 2) for every grid cell and each crop. We next calculate CPL in
each grid cell (CPLi) from RYLi and the actual crop production in the
year 2000 (CPi) (Monfreda et al., 2008; Ramankutty et al., 2008)
according to:

CPLi ¼
RYLi

1� RYLi
� CPi (1)

We sum the crop production loss in all grid cells within each
country to obtain national CPL. Finally, we define national RYL as
national CPL divided by the theoretical total crop production
without O3 injury (the sum of crop production loss and actual crop
production in the year 2000).

Following the approach of WM2004 and VD2009, CPL is trans-
lated into economic loss by multiplying national CPL by producer
prices for each crop in the year 2000 as given by the FAO Food
Statistics Division (FAOSTAT, http://faostat.fao.org/), which are used
, and wheat. RY¼ relative yield as compared to theoretical yield without O3-induced
ents the theoretical yield without O3 damage (i.e. 100% yield). Adams et al. (1989) and
ips fromMills et al. (2007) are derived from both U.S. NCLAN data and the EOTC field
ductions for winter and spring wheat varieties separately and sum them together for

ship Reference

0/107)1.58] Adams et al. (1989)
Mills et al. (2007)

0/124)2.83] Lesser et al. (1990)
Mills et al. (2007)

/137)2.34] (Winter) Lesser et al. (1990)
186)3.2] (Spring) Adams et al. (1989)

Mills et al. (2007)

http://faostat.fao.org/
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as a surrogate for domestic market prices due to insufficient
information on actual crop prices. Where producer prices are
unavailable for minor producing countries, we apply the interna-
tional median crop price for the year 2000. This simple revenue
approach to calculate economic loss takes the market price as given
and ignores the feedbacks of reduced grain output on price,
planting acreage, or farmers’ input decisions. Westenbarger and
Frisvold (1995) reviewed several studies involving use of
a general equilibrium model with factor feedbacks and found that
economic damage estimates derived from a simple revenue
N.
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Fig. 2. Comparison of regionally-averaged monthly mean surface ozone concentrations from
values are averaged over grid boxes containing the observation sites in each region and m
observed values indicate � one standard deviation from the monthly mean station data in eac
M12 values are calculated and displayed for regions where hourly data exist that meet qualit
rest of the world.
approach are within 20% of those derived using a general equilib-
rium model.

3. Model evaluation

Weevaluate the performanceofMOZART-2 in simulating regional
monthlyM12 (where hourly observation data are available) andM24
(24-h average) O3 elsewhere in Fig. 2. In Table 3, we provide regional
averages of the ratio of modeled:measured M12 and AOT40 (where
data are available) and M24 elsewhere during representative crop
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monitoring sites (black diamonds) and MOZART-2 (grey squares). Monthly simulated
onthly observed values are averaged over all sites within every region. Error bars on
h region. Data sources for observation sites and regional boundaries are listed in Table 3.
y control requirements (U.S., Europe, and Japan; first 6 panels); M24 is illustrated for the



Table 3
Regionally-averaged ratios of modeled:observed M12, M24, and AOT40 (depending on data availability) during the representative Northern Hemisphere summer growing
season (MayeJuly) and Southern Hemisphere summer/dry season (AugeOct in South America and southern Africa; DeceFeb in Australia and New Zealand). Data sources for
observed O3, regional boundaries, and the number of observation stations per region are also listed. In order for U.S. and European data to be included in the analysis of M12
and AOT40, each site was required to have hourly O3 concentrations for at least 75% of the hours needed to compute the exposure metrics (which are then compared to 12-h
MOZART-2 metric calculations). For the U.S. observation data, metric values were computed for each three-month growing season every year within a 5-year period
(1998e2002) and subsequently averaged in order to produce a 5-yr seasonal average O3 exposure value, as O3 levels were anomalously low over some parts of the U.S. in the
year 2000. Metrics were calculated only for monitoring sites with at least four years (80%) of sufficient hourly O3 data over the 1998e2002 period. O3 data outside of the U.S.
and Europe are from the year 2000 whenever possible, but generally fall within the range of 1995e2005 according to data availability. Requirements for these data can be
found in the listed references. Observed AOT40 in China and northern India are frommonitoring sites listed in Huixiang et al. (2005) and Ghude et al. (2008), respectively. The
AOT40 comparison for China is based on AprileJun and for India MareMay based on the available data.

Region M12 (M24) AOT40 Minimum Lon, Lat Maximum Lon, Lat Number of Stations Data Source

Northeast U.S. 1.33 2.45 �90, 37 �64, 50 390 EPA Air Quality System (AQS),
(http://www.epa.gov/ttn/airs/airsaqs/)

Southeast U.S. 1.28 1.58 �90, 18 �64, 36 193 AQS
Western U.S. 1.16 1.69 �155, 18 �91, 63 337 AQS
Central Mediterranean 1.01 1.17 0, 35 30, 45 8 European Monitoring and Evaluation

Programme (EMEP) (http://www.nilu.no/
projects/CCC/onlinedata/ozone/index.html)

Central Europe 0.93 0.89 7, 46 17, 54 41 EMEP
Japan 1.12 1.23 126, 26 146, 46 4 World Data Centre for Greenhouse Gases

(WDCGG) (http://gaw.kishou.go.jp/wdcgg/),
Li et al. (2007)

China (0.91) 0.87 74, 15 137, 56 12 WDCGG, Carmichael et al. (2003);
Huixiang et al. (2005); Li et al. (2007)

Northern India (1.43) 1.49 68, 21 90, 35 5 Mittal et al. (2007); Ghude (2008)
Southern India (1.07) e 68, 5 90, 20 7 Naja and Lal (2002); Naja et al. (2003);

Debaje et al. (2003); Ahammed et al. (2006);
Beig et al. (2007); Mittal et al. (2007);
Debaje et al. (2010)

North/Central Africa (1.09) e 19, 4 61, 38 3 WDCGG, Carmichael et al. (2003)
Southern Africa (1.10) e 3, �35 7, 54 9 Zunckel et al. (2004)
South America (0.97) e �94, �58 �30, 14 4 WDCGG, Teixeira et al. (2009)
Australia and New Zealand (1.24) e 110, �50 180, �11 2 WDCGG
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growing seasons. Regional boundaries and sources for the observa-
tion data are listed in Table 3. Monthly simulated values are averaged
over grid boxes containing the observation sites in each region and
monthly observed values are averaged over all sites within every
region. We provide detailed, regionally-disaggregated maps of eval-
uated M12 and AOT40 during the growing season (where data are
available) in the Supplementary material.

In general, M12 and M24 is well-simulated by MOZART-2 in
most regions of the world, reproducing seasonal trends and falling
within one standard deviation of observations. O3 is particularly
well-simulated over Europe and Japan during the growing season,
with a model:observed ratio for M12 (AOT40) of 0.93e1.01
(0.89e1.17) and 1.12 (1.23), respectively (Table 3). However,
MOZART-2 misses some of the seasonal trend in Japan, under-
predicting O3 in April by up to w20 ppbv and overpredicting O3 in
fall by up tow15 ppbv. Themodel also underestimates O3 in central
Europe by w5e17 ppbv during the first half of the year (Fig. 2).
Based on the available data, MOZART-2 appears to perform well in
China, southern India, north/central Africa, southern Africa, and
South America where modeled:observed M24 ranges from
0.91e1.10 during the growing season. MOZART-2 seems to over-
predict O3 in Australia and New Zealand during the dry season
(modeled:observed ratio of 1.24), but simulates observed values
extremely well throughout the rest of the year. The model also
appears to significantly overestimate O3 in northern India (by
w10e18 ppbv throughout the year), a similar bias seen in TM5 CTM
used by VD2009. As noted by VD2009 however, observation data in
this region may not reflect regional-scale O3 concentrations, as
most monitoring sites are situated in densely-populated urban
areas where local O3 may be inhibited by NOx titration.

Unfortunately, MOZART-2 systematically overestimates O3
exposure in the U.S, particularly in the north- and south-eastern
parts of the country by up to 22 ppbv. The bias is present to some
extent throughout the year in the southeastern andwesternU.S., but
is particularly problematic in the northeastern U.S. during the
summer growing season (Table 3). This type of bias is common in
globalmodelswhich, on average, appear to overpredict surfaceO3 in
the eastern U.S. by 10e20 ppbv in summer (Reidmiller et al., 2009).
Although the reasons for this bias remain somewhat unclear,
possible explanations include the coarse resolution of global CTMs,
as well as potential issues related to heterogeneous chemistry,
isoprene emissions and oxidation pathways, and the discharge of
elevated emission point sources into the model surface layer
(Horowitz et al., 2007; Reidmiller et al., 2009). Furthermore, as
MOZART-2 returns O3 concentrations from the midpoint of the
surface layer (∼992 hPa, approximately 175 m), surface ozone
concentrationsmay be biased high in regions where vertical mixing
in theboundary layer is suppressed. Forexample, Aunanet al. (2000)
found thatO3 concentrations at the surfacewerew17% lower than at
the 250-m layer midpoint height of the CTM used in their study of
ozone impacts on crops in China. Based on a linear approximation
from these results, a first order estimate of the potential ground-
level bias caused by the presence of a vertical O3 gradientwithin our
surface layer of thickness w175 m is approximately þ12%.

Because the U.S. is a major producer of all three crops examined
here, and because the most significant overestimation of O3
unfortunately occurs in areas of intense crop cultivation
(Supplementary material Figs. 2e3), we use observations to bias-
correct values of simulated O3 exposure (both M12 and AOT40) in
the U.S. in order to constrain a major source of uncertainty in our
estimates of U.S. crop yield losses. Our corrected values are calcu-
lated by dividing the simulated value of O3 exposure in each U.S.
grid cell by the ratio of modeled:observed O3 in the same grid cell
where data exist for each crop growing season (we use regional
ratio averages where observations are unavailable). Our U.S. O3
exposure values, relative yield loss, crop production loss, and
economic damage estimates presented in the following sections are
based on these bias-corrected values of O3 exposure.

http://www.epa.gov/ttn/airs/airsaqs/
http://www.nilu.no/projects/CCC/onlinedata/ozone/index.html
http://www.nilu.no/projects/CCC/onlinedata/ozone/index.html
http://gaw.kishou.go.jp/wdcgg/
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4. Results

4.1. Distribution of crop exposure to O3

Fig. 3 illustrates the global distribution of crop exposure to O3
according to the M12 and AOT40 metrics. The highest exposure
levels generally occur in the Northern Hemisphere and Brazil due to
greater O3-precursor emissions and concentrations during the
growing season. M12 ranges from 10 ppbv in the far north to over
80 ppbv in parts of the U.S., China and Brazil while AOT40 ranges
from zero to over 40 ppmh in some locations. As evident from Fig. 3,
AOT40 values in many regions of the world are above the 3 ppmh
“critical level” established in Europe for the protection of crops
(Karenlampi & Skarby, 1996). O3 exposure during the soybean and
maize growing seasons is high in the Northern Hemisphere, as
these crops’ growing seasons overlap periods of peak summer O3 in
North America and the EU; O3 peaks during spring and fall in China
and India preceding and following the annual monsoon. In the
Southern Hemisphere, the high O3 exposure levels in the Demo-
cratic Republic of the Congo (DRC) during the maize growing
season and in Brazil during the wheat growing season are due to
the coincidence of the relevant crop growing seasons
(AugusteOctober) with the biomass burning season in each
Fig. 3. Global distribution of O3 exposure according to the M12 (left panels) and AOT40 (rig
calendar data are available) of (a) soybean, (b) maize, and (c) wheat. Values in the U.S. hav
country. Both Brazil and the DRC are biomass burning hotspots in
South America and Africa (Christopher et al., 1998; Roberts &
Wooster, 2007) that are spatially well-simulated by MOZART-2,
with observation data from Brazilian cerrado indicating that O3
reaches 80 ppbv during biomass burning events (Kirchoff et al.,
1996). Overall, the highest levels of O3 exposure during the
soybean growing season occur in the U.S., China, South Korea, and
Italy (Fig. 3a), while these nations plus the DRC also endure the
highest O3 exposures during the maize growing season (Fig. 3b). O3
exposure during the wheat growing season is greatest in central
Brazil, Bangladesh, eastern India, and the Middle East (Fig. 3c).

4.2. Relative yield loss

Fig. 4 illustrates the global distribution of national RYL for each
crop due to O3 exposure. Estimates of soybean and maize (wheat)
yield losses are generally larger (smaller) when theM12 rather than
AOT40 metric is used. Using both metrics, O3-induced RYL of wheat
is highest in Bangladesh (15e49%), Iraq (9e30%), India (9e30%),
Jordan (9e27%), and Syria (8e25%). Although O3 is elevated during
the wheat growing season over much of central Brazil, most of this
nation’s wheat is grown in the south where O3 exposure is signif-
icantly lower (Figs. 1 and 3c). Soybean RYL is estimated to be
ht panels) metrics during the respective growing seasons in each country (where crop
e been corrected using observation data as described in Section 3.



Fig. 4. National relative yield loss according to the M12 (left panels) and AOT40 (right panels) metrics for (a) soybean, (b) maize, and (c) wheat.

Table 4
Estimated regional relative yield loss (%) due to O3 exposure according to the M7,
M12 and AOT40 metrics and the metric average.

World EU-25 FUSSR &
E. Europe

N. Am L. Am. Africa
& M.E.

E. Asia S. Asia ASEAN &
Australia

Wheat
AOT40 15.4 12.1 11.4 11.0 5.9 20.1 16.3 26.7 1.0
M7 3.9 3.3 2.4 2.6 1.5 5.9 3.3 8.2 0
Mean 9.6 7.7 6.9 6.8 3.7 13.0 9.8 17.4 0.5

Maize
AOT40 2.2 3.5 2.3 2.0 0 0.6 3.8 3.4 0.3
M12 5.5 7.9 6.5 5.1 2.1 2.5 8.0 8.0 2.4
Mean 3.9 5.7 4.4 3.6 1.2 1.6 5.9 5.7 1.4

Soybean
AOT40 8.5 23.9 e 12.0 0.2 2.0 20.9 3.1 0
M12 13.9 27.4 e 16.9 6.3 9.8 24.7 13.2 3.7
Mean 11.2 25.6 e 14.4 3.3 5.9 22.8 8.2 1.9
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greatest in Canada (27e28%), followed by Italy (24e27%), South
Korea (21e25%), China (21e25%), and Turkey (16e23%). Yield
reductions of maize are smaller, with the highest losses occurring in
the DRC (7e13%), Italy (7e12%), Canada (6e11%), South Korea
(4e9%), and Turkey (4e9%). Table 4 lists regionally and globally
aggregated RYL estimates (see Fig. 5 for regional definitions). On
a global scale, O3-induced RYL according to the M12 and AOT40
metrics ranges from 3.9e15% for wheat, 8.5e14% for soybean, and
2.2e5.5% for maize. Wheat yield reductions in South Asia are
calculated to be the most significant (17% according to the average
of metric estimates) followed by Africa and the Middle East (13%)
and East Asia (10%). Large inter-regional differences exist for
soybean yield losses, with North America, the EU-25, and East Asia
calculated to suffer much larger reductions (14e26%, based on the
average of metric estimates) than Latin America, South Asia, or
Africa (<8%). RYL of maize is estimated to be more evenly distrib-
uted, with the greatest losses in East Asia (5.9%) followed closely by
South Asia and the EU-25 (5.7% each).

4.3. Crop production loss (CPL) and associated economic losses (EL)

The combined global crop production and economic losses for
soybean, maize, and wheat due to O3 exposure are illustrated in
Fig. 6. The distribution of CPL also accounts for production intensity,
so some nations with high RYL do not have correspondingly high
CPL if they are minor producers; likewise, major producers with
relatively low RYL may have large CPL. We estimate CPL worldwide
to be between 21e93 million metric tons (Mt) of wheat, 13e32 Mt
of maize, and 15e26 Mt of soybean, depending on the metric used.
The range of wheat CPL is particularly large due to the fact that this
crop appears to be resistant to O3 exposure according to the M12
metric, but extremely sensitive to ozone according to the AOT40



Fig. 5. Definitions used to calculate relative yield and crop production losses by region.
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index. Global CPL for all three crops totals 79e121 Mt (from the
M12 and AOT40 metrics, respectively). Table 2 of the
Supplementary material contains regionally-averaged CPL results.

Fig. 7 depicts CPL for the ten countries with the highest esti-
mated losses for each crop individually and combined ranked
according to the mean of M12 and AOT40 values, while Fig. 8
illustrates the same for economic losses. Wheat CPL is highest in
India and China (6.0e26 and 3.0e19 Mt, respectively), followed by
the U.S. (2.1e7.6 Mt). CPL of soybean andmaize is highest in the U.S.
(9.2e14 and 4.6e13 Mt, respectively), followed by China (3.7e4.6
and 4.5e9.8 Mt, respectively). Total CPL is greatest in the U.S
(21e29Mt), followed by China (18e27Mt) and India (8e25Mt).We
estimate that global present-day crop yield losses of all three crops
range from $11e18 billion (USD2000), with soybean accounting for
$2.9e4.9 billion (27% of total losses based on the average of metric
estimates), maize for $2.6e5.5 billion (15%), and wheat for $3.2e14
billion (58%). The greatest economic losses occur in the U.S ($3.1
billion according to the metric average), followed by China ($3.0
Fig. 6. Total crop production loss (CPL, left panels) and economic loss (EL, right panels)
billion) and India ($2.5 billion) (Fig. 8) e together these three
countries comprise 59% of the global economic damage (21, 21, and
17%, respectively).

We provide an in-depth comparison of our results with those of
VD2009 and WM2004, two studies that follow a similar method-
ology to calculate RYL, CPL, and EL, in the Supplementary material.
Despite differences in the agricultural datasets and model
scenarios, resolution, emissions inventories, and chemistry, our
estimates agree very well with these two studies and provide
further evidence that surface O3 is already having a substantial
detrimental impact on global agricultural production.

5. Discussion of uncertainties

While extremely useful for understanding the large-scale
impacts of ozone on agricultural yields, integrated assessments
such as the approach used here accumulate the uncertainties of
each step of the analysis (WM2004, VD2009). One of the most
for all three crops derived from (a) M12 and (b) AOT40 estimates of O3 exposure.
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significant sources of uncertainty in this study is the use of a CTM
with variable accuracy in predicting observed hourly surface O3
concentrations to calculate crop losses (Fig. 2, Table 3,
Supplementary material). The possible presence of a vertical
gradient near the surface that is not resolved within the model’s
bottom layer may lead to overestimated O3 exposure at the crop
canopy height in locations and at times of day when vertical mixing
in the boundary layer is weak. Due to the nature of the AOT40
metric, where small differences in O3 concentrations near 40 ppbv
can accumulate to a large discrepancy between modeled and
observed exposure, the M12 metric is a more robust indicator of
actual O3 exposure during the growing season. However, as
cumulative indices that ascribe greater weight to elevated O3 are
considered to be better predictors of crop response to O3 thanmean
indices (Lefohn & Runeckles, 1988), significant uncertainties exist
when calculating crop yield losses with either metric and should be
considered when interpreting results. Our use of exposure-based
indices rather than flux metrics, which account for climatic
conditions and biological defenses that may affect crop sensitivity
to O3, introduces additional uncertainty in our results (Musselman
et al., 2006). Particularly important climatic parameters include soil
moisture and leaf-to-air vapor pressure deficits that moderate the
flux of O3 into the leaf stomata. Where crops are grown in arid
climates without irrigation, yield losses may be less than predicted
here due to water stress resulting in the closure of stomata and
hence a relative reduction in O3 exposure (Fuhrer et al., 1997;
Fuhrer, 2009; Fiscus et al., 2005; Booker et al., 2009).

As evident from our results and observed in previous studies
(Lefohn & Runeckles, 1988; Aunan et al., 2000; WM2004; VD2009),
the same pattern of O3 exposuremay produce significantly different
RYL estimates depending on the metric and CR relationship used.
This discrepancy may be an artifact of the different statistical
methods used to derive CR relationships across studies and to their
different functional form (Lesser et al., 1990), or may be due to
differences in crop sensitivities to various patterns of O3 exposure:
some crops may bemore sensitive to long-term exposure at modest
O3 concentrations (better capturedbyseasonalmeanmetrics),while
others may be more sensitive to frequent exposure to elevated O3
(better characterized by cumulative indices) (WM2004; VD2009).
The difference in calculated RYL will be particularly large when O3
concentrations above the threshold values of cumulativemetrics are
prevalent during crop growing seasons, as cumulative indicesweigh
elevated O3 much more heavily than mean metrics (WM2004).

Uncertainty in our results also arises from the uniform appli-
cation of experimentally-derived CR functions developed for
Western cultivars popular in the 1980s/90s to crops across the
globe today. Despite the possibility that crop cultivars currently
under cultivation may have different sensitivities to O3 than those
used in the NCLAN and EOTC studies, and that experimental
methods (such as the use of OTCs) may have influenced yield loss
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results, new research indicates that current crop sensitivity is at
least as great as that found in these earlier studies. Specifically, the
Free Air O3 Concentration Enrichment (FACE) soybean experiment
in Illinois found yield losses that were tantamount to or greater
than losses reported in earlier chamber studies (Long et al., 2005;
Morgan et al., 2006). Furthermore, in a recent comparison of
North American and Asian CR relationships, Emberson et al. (2009)
found that CR functions derived in North America underestimate
the effects of O3 on crop yields in Asia. Thus, our use of Western CR
relationships may lead to an underestimation of yield reductions
resulting from O3 exposure.

Our choice to implement CR functions representing median
cultivar ozone sensitivity for each crop means that our RYL and CPL
calculations could be biased high or low (as predicted by each
metric) depending on the relative sensitivity of the local cultivar
grown. Feng and Kobayashi (2009) conduct ameta-analysis of field/
experimental data that assesses the impact of O3 on crops and find
that the mean yield loss of soybean and wheat was w8% and 10%,
respectively, at average O3 levels of w40 ppbv, but with a 95%
confidence interval of w�4% RYL depending on the cultivar. Mills
et al. (2007) find that for wheat, RYL at AOT40 of w23 ppmh
could range from w30e50% depending on the crop cultivar. Given
the large intra-crop sensitivity to ozone exposure, choosing crop
cultivars with O3-resistance, or breeding new cultivars with this
trait, may be an important opportunity to reduce O3-induced
agricultural losses.
Although a detailed analysis of uncertainty propagation is
beyond the scope of this paper, we have the greatest confidence in
our European and U.S. crop loss calculations given model perfor-
mance in these regions (after a bias-correction in the U.S.), and
because the CR relationships implemented here were derived from
crop cultivars grown in the U.S. and Europe. We have less confi-
dence in our results in Asia: in particular, the overprediction of O3
by MOZART-2 in northern India may lead to an overestimate of
agricultural losses in this region, especially for wheat (which is
largely grown in the north, Fig. 1) and according to the threshold-
sensitive AOT40 metric. However, we are less confident about the
data used to evaluate MOZART-2 in this part of the world.
Furthermore, as Asian (including Indian) cultivars may be more
sensitive to O3 than predicted by western CR functions (Emberson
et al., 2009), the potential high bias caused bymodel overprediction
of surface ozone may be somewhat counteracted. Because
MOZART-2 performs well in southern India during the growing
season, the use of western CR relationships may lead to an under-
prediction of crop losses in this region. The same may be true in
China, where O3 is slightly underestimated by MOZART-2 and
where regional crop cultivars also exhibit greater sensitivity to O3

exposure (Emberson et al., 2009). By contrast, because the model
appears to somewhat overestimate surface ozone in southern
Africa, agricultural losses here may be biased high. Unfortunately
we do not have enough monitoring data to evaluate model
performance in South America, northern/central Africa, and
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Australia/New Zealand beyond the stations used in this analysis,
nor do we know the relative sensitivity of local cultivars to O3 in
these regions compared to those of the U.S. and Europe. As such,
crop loss results in the Southern Hemisphere are considered
particularly uncertain.
6. Conclusions and policy implications

In this study we estimated the global risk to three key staple
crops (soybean, maize, and wheat) of surface ozone pollution using
simulated O3 concentrations and two metrics of O3 exposure (M12
and AOT40), field-based CR relationships, and global maps of
agricultural production compiled from satellite data and census
yield statistics. We find that year 2000 global yield losses range
between 3.9e15% for wheat, 8.5e14% for soybean, and 2.2e5.5% for
maize depending on the metric used. Our findings agree well with
previous studies (see Supplementary material), providing further
evidence that O3 already has a significant impact on global agri-
cultural production.

The results presented here suggest that O3 abatement may be
one way to feed a growing population without the negative envi-
ronmental impacts associated with many farming practices aimed
at improving crop yields, including increased fertilizer application,
water consumption, and/or greater land cultivation. The U.S. EPA
recently proposed a new rule (on January 19th, 2010) to strengthen
the U.S. national ambient air quality standards for ground-level O3,
including the establishment of a secondary standard to protect
crops and other sensitive vegetation (EPA, 2010). Our study high-
lights the need for such a secondary O3 standard, with O3-induced
agricultural losses already estimated to cost an annual $11e18
billion globally and over $3 billion in the U.S. alone. For context,
these damages are 2e3 times larger than estimated global crop
losses due to climate change since the 1980s ($5 billion annually)
(Lobell & Field, 2007). While the selection and development of crop
cultivars with O3-resistance is therefore a worthwhile addition to
efforts to increase crop resilience to climatic stresses, strategies
aimed at mitigating global O3 concentrations would provide addi-
tional co-benefits for human health and climate change (Naik et al.,
2005; West et al., 2007; Fiore et al., 2008). Ozone is a noxious air
pollutant in the troposphere and the third most potent greenhouse
gas after carbon dioxide and methane (Forster et al., 2007).
Reductions in CH4 in particular have been shown to decrease
surface ozone concentrations globally with significant health
benefits (West et al., 2006; Fiore et al., 2008) while also generating
the largest net reduction in radiative forcing of all the O3-precursor
species (West et al., 2007).

Given the significant present-day impact of O3 on crops
worldwide and the uncertainty of future mitigation efforts, our
companion paper (Avnery et al., 2011) will explore the O3-induced
yield reductions and their associated costs expected under a range
of policy scenarios with different levels of O3-precursor abatement
in the future. Further work will examine the possible benefits to
agriculture of methane mitigation policies that also have demon-
strated climate change and public health benefits.
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a b s t r a c t

We examine the potential global risk of increasing surface ozone (O3) exposure to three key staple crops
(soybean, maize, and wheat) in the near future (year 2030) according to two trajectories of O3 pollution:
the Intergovernmental Panel on Climate Change Special Report on Emissions Scenarios (IPCC SRES) A2
and B1 storylines, which represent upper- and lower-boundary projections, respectively, of most O3

precursor emissions in 2030. We use simulated hourly O3 concentrations from the Model for Ozone and
Related Chemical Tracers version 2.4 (MOZART-2), satellite-derived datasets of agricultural production,
and field-based concentration:response relationships to calculate crop yield reductions resulting from O3

exposure. We then calculate the associated crop production losses and their economic value. We
compare our results to the estimated impact of O3 on global agriculture in the year 2000, which we
assessed in our companion paper [Avnery et al., 2011]. In the A2 scenario we find global year 2030 yield
loss of wheat due to O3 exposure ranges from 5.4 to 26% (a further reduction in yield of þ1.5e10% from
year 2000 values), 15e19% for soybean (reduction of þ0.9e11%), and 4.4e8.7% for maize (reduction of
þ2.1e3.2%) depending on the metric used, with total global agricultural losses worth $17e35 billion
USD2000 annually (an increase of þ$6e17 billion in losses from 2000). Under the B1 scenario, we project
less severe but still substantial reductions in yields in 2030: 4.0e17% for wheat (a further decrease in
yield of þ0.1e1.8% from 2000), 9.5e15% for soybean (decrease of þ0.7e1.0%), and 2.5e6.0% for maize
(decrease of þ 0.3e0.5%), with total losses worth $12e21 billion annually (an increase of þ$1e3 billion
in losses from 2000). Because our analysis uses crop data from the year 2000, which likely underesti-
mates agricultural production in 2030 due to the need to feed a population increasing from approxi-
mately 6 to 8 billion people between 2000 and 2030, our calculations of crop production and economic
losses are highly conservative. Our results suggest that O3 pollution poses a growing threat to global food
security even under an optimistic scenario of future ozone precursor emissions. Further efforts to reduce
surface O3 concentrations thus provide an excellent opportunity to increase global grain yields without
the environmental degradation associated with additional fertilizer application or land cultivation.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Surface ozone (O3) is the most damaging air pollutant to crops
and ecosystems (Heagle, 1989). It is produced in the troposphere by
catalytic reactions among nitrogen oxides (NOx¼NOþNO2),
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carbon monoxide (CO), methane (CH4), and non-methane volatile
organic compounds (NMVOCs) in the presence of sunlight. Ozone
enters leaves through plant stomata during normal gas exchange.
As a strong oxidant, ozone and its secondary byproducts damage
vegetation by reducing photosynthesis and other important phys-
iological functions, resulting inweaker, stunted plants, inferior crop
quality, and decreased yields (Fiscus et al., 2005; Morgan et al.,
2006; Booker et al., 2009; Fuhrer, 2009).

O3 precursors are emitted by vehicles, power plants, biomass
burning, and other sources of combustion. Over the past century,
annual mean surface concentrations of ozone at mid- to high
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Table 1
Scaling factors used with the 1990 base emissions in MOZART-2 to obtain year 2030
anthropogenic emissions under the A2 and B1 scenarios (Naki�cenovi�c et al., 2000).

A2 B1

OECDa REFb Asiac ALMd OECDa REFb Asiac ALMd

CH4 1.251 1.204 1.631 1.999 0.925 0.931 1.367 1.553
CO 0.973 0.680 1.855 1.522 0.649 0.295 1.192 0.471
NMVOC 1.084 1.590 1.534 1.676 0.685 0.695 1.230 1.060
NOx 1.326 1.014 2.949 2.832 0.661 0.562 2.163 2.436
SOx 0.410 0.705 3.198 3.006 0.238 0.406 1.650 3.195

a ‘OECD’ refers to countries of the Organization for Economic Cooperation and
Development as of 1990, including the US, Canada, western Europe, Japan and
Australia.

b ‘REF’ represents countries undergoing economic reform, including countries of
eastern European and the newly independent states of the former Soviet Union.

c ‘Asia’ refers to all developing countries in Asia, excluding the Middle East.
d ‘ALM’ represents all developing countries in Africa, Latin America and the

Middle East.
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latitudes have more than doubled (Hough and Derwent 1990;
Marenco et al., 1994). Although O3 mitigation efforts have
reduced peak ozone levels in both rural and urban areas of North
America, Europe, and Japan in recent years, background levels
continue to increase (Oltmans et al., 2006). In addition, ozone
concentrations are expected to rise in developing countries due to
increased emissions of nitrogen oxides and other ozone precur-
sors resulting from rapid industrialization (Naki�cenovi�c et al.,
2000; Dentener et al., 2005; Riahi et al., 2007). Due to transport
of O3 pollution across national boundaries and continents (Fiore
et al., 2009), rising O3 precursor emissions in these nations are
projected to increase hemispheric-scale background O3 concen-
trations and hence may pose a threat to both local and global food
security.

The demonstrated phytotoxicity of O3 and its prevalence over
important agricultural regions around the world demand an
assessment of the magnitude and distribution of ozone risk to
global food production under present-day and future O3 concen-
trations. In the first of our two-part analysis (Avnery et al., 2011),
we calculated global yield losses of three key staple crops
(soybean, maize, and wheat) and their associated costs in the year
2000 using simulated O3 concentrations by the Model for Ozone
and Related Chemical Tracers version 2.4 (MOZART-2), observa-
tion-based crop production datasets, and concentration:response
(CR) relationships derived from field studies. Our results indicated
that year 2000 global yield reductions due to O3 exposure ranged
from 8.5e14% for soybean, 3.9e15% for wheat, and 2.2e5.5% for
maize depending on the metric used, with global crop production
losses (79e121 million metric tons (Mt)) worth $11e18 billion
annually (USD2000). These findings agree well with the only other
estimate of global O3-induced crop reductions and their economic
value available in the literature (Van Dingenen et al., 2009),
providing further evidence that the yields of major crops across
the globe are already being significantly inhibited by exposure to
surface ozone. Recent experimental- and observation-based
studies support the results of model-derived estimates of regional
and global crop losses (Feng and Kobayashi, 2009; Fishman et al.,
2010).

Van Dingenen et al. (2009) additionally provide the first, and
until now only, estimate of global crop yield losses due to ozone
exposure in the near future (year 2030). Van Dingenen et al. (2009)
calculate crop losses as projected under the optimistic “current
legislation (CLE) scenario”, which assumes that presently approved
air quality legislation will be fully implemented by 2030. They find
that global crop yield reductions increase slightly from the year
2000 (þ2e6% for wheat, þ1e2% for rice, and þ<1% for maize and
soybean), with the most significant additional losses primarily
occurring in developing nations. Unfortunately, the CLE scenario
may be an overly optimistic projection of O3 precursor emissions in
many parts of theworld, as enforcement often lags promulgation of
air pollution regulations (Dentener et al., 2006). Van Dingenen et al.
(2009) may have therefore significantly underestimated the future
risk to agriculture from surface ozone.

Here we estimate potential future reductions in crop yields and
their economic value due to O3 exposure according to two different
O3 precursor emission scenarios: the Intergovernmental Panel on
Climate Change (IPCC) Special Report on Emissions Scenarios
(SRES) A2 and B1 storylines (Naki�cenovi�c et al., 2000), representing
upper- and lower-boundary trajectories, respectively, of ozone
precursor emissions. Through comparison with our year 2000
results, we identify agricultural winners and losers under each
future scenario and nations where O3 mitigation may be a partic-
ularly effective strategy to improve agricultural productionwithout
the environmental damage associated with conventional methods
of increasing crop yields.
2. Methodology

2.1. Data sources

We use global crop production maps, simulated surface ozone
concentrations from which we calculate O3 exposure over crop
growing seasons, and CR functions that relate a given level of ozone
exposure to a predicted yield reduction to calculate global crop
losses. Our first paper (Avnery et al., 2011) provides an in-depth
description of our data sources and methods, which we briefly
summarize and supplement here.

The global crop distribution datasets for the year 2000 (which
we use for our 2030 analysis) were compiled by Monfreda et al.
(2008) and Ramankutty et al. (2008). The authors used a data
fusion technique, where two satellite-derived products (Boston
University’s MODIS-based land cover product and the GLC2000
data set obtained from the VEGETATION sensor aboard SPOT4)
were merged with national-, state-, and county-level crop area and
yield statistics at 5 min by 5 min latitudeelongitude resolution. We
regrid their data to match the 2.8� � 2.8� resolution of MOZART-2.

We use the global chemical transport model (CTM) MOZART-2
(Horowitz et al., 2003, Horowitz, 2006) to simulate O3 exposure
according to precursor emissions specified by the IPCC SRES A2 and
B1 scenarios (Naki�cenovi�c et al., 2000). MOZART-2 contains
a detailed representation of tropospheric ozoneenitrogen oxi-
deehydrocarbon chemistry, simulating the concentrations and
distributions of 63 gas-phase species and 11 aerosol and aerosol
precursor species. The version of MOZART-2 we use is driven by
meteorological inputs every three hours from the National Center
for Atmospheric Research (NCAR) Community Climate Model
(MACCM3) (Kiehl et al., 1998), and has a horizontal resolution of
2.8� latitude by 2.8� longitude, 34 hybrid sigma-pressure levels up
to 4 hPa, and a 20-min time step for chemistry and transport. See
Horowitz (2006) for a detailed description of the simulations used
here.

Anthropogenic, biogenic, and biomass burning emission
inventories for the year 1990 are described in detail in Horowitz
et al. (2003) and Horowitz (2006). To obtain year 2030 anthropo-
genic emissions, anthropogenic emissions in 1990 were scaled by
the ratio of 2030:1990 total emissions in four geopolitical regions
(Table 1) as specified by the A2 and B1 emissions scenarios (avail-
able from http://www.grida.no/climate/ipcc/emission/164.htm).
The A2 and B1 scenarios were chosen for analysis because they
represent the upper- and lower-boundary projections, respectively,
of most O3 precursor emissions in the year 2030 (the exception
being NMVOC emissions, which are highest under the A1B rather

http://www.grida.no/climate/ipcc/emission/164.htm


Table 2
Concentration:response equations used to calculate relative yield losses of soybean,
maize, and wheat. RY¼ relative yield as compared to a theoretical yield without O3-
induced losses. Relative yield loss (RYL) is calculated as (1� RY). See Section 2.2 for
definitions of M7, M12 and AOT40. We calculate yield reductions for winter and
spring wheat varieties separately and sum them together for our estimates of total
O3-induced wheat yield and crop production losses.

Crop Exposureerelative yield relationship Reference

Soybean RY¼ exp[�(M12/107)1.58]/exp[�(20/107)1.58] Adams et al. (1989)
RY¼�0.0116 * AOT40þ 1.02 Mills et al. (2007)

Maize RY¼ exp[�(M12/124)2.83]/exp[�(20/124)2.83 Lesser et al. (1990)
RY¼�0.0036 * AOT40þ 1.02 Mills et al. (2007)

Wheat RY¼ exp[�(M7/137)2.34]/exp[�(25/137)2.34]
(Winter)

Lesser et al. (1990)

RY¼ exp[�(M7/186)3.2]/exp[�(25/186)3.2]
(Spring)

Adams et al. (1989)

RY¼�0.0161 * AOT40þ 0.99 Mills et al. (2007)
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than the A2 scenario). These scenarios are also opposite in terms of
economic, environmental, and geopolitical driving forces, with the
B1 scenario characterized by global cooperation and emphasis on
environmental sustainability and the A2 scenario reflecting a more
divisive world with greater importance placed on economic
growth. Two-year simulations were performed with the first year
used as spin-up and the second year results used for analysis.
Fig. 1. Global distribution of O3 exposure according to the M12 (left panels) and AOT40 (righ
each country (where crop calendar data are available) of (a) soybean, (b) maize, and (c) whe
were unavailable) together account for <5% of global production of each crop. Values in th
In our first paper, we performed a detailed spatial evaluation of
simulated year 2000 surface O3 concentrations with observations
according to the two metrics used to calculate O3 exposure and
yield losses (see Section 2.2 for metric definitions). We found that
O3 was fairly well-simulated over Europe and Asia, but that
MOZART-2 systematically overestimated surface O3 concentrations
in the central and northeastern U.S. during the summer months,
a bias commonly seen in many other global models (Reidmiller
et al., 2009). Because the most significant overestimation of O3
unfortunately occurs in areas of intensive crop production in the
U.S., and because the U.S. is a major producer of all three crops
analyzed in this study, we used O3 concentration measurements
over a span of five years (1998e2002) to bias-correct values of
simulated O3 exposure. We perform the same bias-correction here
for our year 2030 analysis: we divide simulated O3 exposure in the
U.S. as calculated by the metrics defined in Section 2.2 over each
crop growing season by the ratio of modeled:observed O3 in the
same grid cell where measurement data exist from 1998 to 2002
(where multiple observation sites exist in a single grid cell, we use
the average of the measurements to correct simulated values).
Wheremeasurements do not exist, we use U.S. eastern and western
regional averages of the modeled:observed ratio (dividing line of
90�W), as the model reproduces O3 in the western U.S. much more
accurately than in the East. Like our first paper, O3 exposure,
t panels) metrics under the 2030 A2 scenario during the respective growing seasons in
at. Minor producing nations not included in this analysis (where growing season data
e U.S. have been corrected using observation data as described in Section 2.1.
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relative yield loss, crop production loss, and associated cost esti-
mates presented in the following sections for the U.S. are based on
these bias-corrected values of O3 exposure. We recognize that
applying the same bias-correction factors based on surface obser-
vations from the period 1998e2002may not be accurate in the year
2030 due to the complicated non-linear chemistry associated with
ozone formation. However, we believe this is the best approach
given the presence of a systematic bias over the U.S. during the
summer months and our inability to use alternative correction
factors based on year 2030 surface observations.
2.2. Integrated assessment

Open-top chamber (OTC) field studies that took place primarily
in the U.S. and Europe during the 1980s and 1990s established crop-
specific concentration:response (CR) functions that predict the yield
reduction of a crop at different levels of ozone exposure (Heagle,
1989; Heck, 1989; Krupa et al., 1998). O3 exposure can be repre-
sented in numerous ways, with different statistical indices used to
summarize the pattern of ambient O3 during crop growing seasons.
We implement twowidely used metrics, M12 and AOT40, and their
CR relationships (Table 2) to calculate crop yield losses globally:
Fig. 2. Global distribution of O3 exposure according to the M12 (left panels) and AOT40 (righ
each country (where crop calendar data are available) of (a) soybean, (b) maize, and (c) wh
were unavailable) together account for <5% of global production of each crop. Values in th
M12 ðppbvÞ ¼ 1
n

Xn

i¼1

½Co3�i

AOT40

 
ppmh

!
¼
Xn

i¼1

�½Co3�i�0:04
�

for Co3 � 0:04 ppmv

where [Co3]i is the hourly mean O3 concentration during daylight
hours (8:00e19:59); and n is the number of hours in the 3-month
growing season.

We substitute the highly correlatedM7metric (defined likeM12
except with daylight hours from 9:00 to 15:59) when M12
parameter values have not been defined for certain crops. Estimates
of soybean and maize (wheat) yield losses are generally larger
(smaller) when the M12 rather than the AOT40 metric is used.
However, the AOT40 index and CR functions predict greater losses
for soybean at higher levels of O3 exposure than the M12 metric.
See Avnery et al. (2011) for further detail about these O3 exposure
metrics/CR functions and their associated uncertainties.

Using hourly surface O3 simulated by MOZART-2, we calculate
O3 exposure according to the M12 (M7) and AOT40 metrics over
the appropriate growing season for soybean, maize, and wheat in
t panels) metrics under the 2030 B1 scenario during the respective growing seasons in
eat. Minor producing nations not included in this analysis (where growing season data
e U.S. have been corrected using observation data as described in Section 2.1.
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each 2.8� � 2.8� grid cell. “Growing season” is here defined like in
Van Dingenen et al. (2009) and Avnery et al. (2011) as the 3
months prior to the start of the harvest period according to crop
calendar data from the United States Department of Agriculture
(USDA); data are available for nations accounting for over 95% of
global production of each crop examined here (USDA, 1994, 2008).
We use our distributions of O3 exposure and the CR functions
defined in Table 2 to calculate relative yield loss (RYL) in every grid
cell (RYLi) for each crop. Relative yield loss is defined as the
reduction in crop yield from the theoretical yield that would have
resulted without O3-induced damages (see Table 2). Following
Wang and Mauzerall (2004), we then calculate CPL in each grid
cell (CPLi) from RYLi and the actual crop production in the year
2000 (CPi) (Monfreda et al., 2008; Ramankutty et al., 2008)
according to:

CPLi ¼
RYLi

1� RYLi
� CPi (1)

National CPL is determined by summing crop production loss in all
the grid cells within each country. We define national RYL as
national CPL divided by the theoretical total crop production
without O3 injury (the sum of crop production loss and actual crop
production in the year 2000). Because this calculation uses crop
Fig. 3. National relative yield loss under the 2030 A2 scenario according to the M12 (left
data from the year 2000, which likely underestimates production in
2030 due to the projected growth in demand for food over the next
few decades, our calculations of crop production losses are
conservative. Finally, we implement a simple revenue approach to
estimate economic loss by multiplying national CPL by producer
prices for each crop in the year 2000 as given by the FAO Food
Statistics Division (FAOSTAT, 2008, http://faostat.fao.org/). We use
FAO producer prices as a proxy for domestic market prices due to
insufficient information on actual crop prices. This approach has
been found to produce estimates of economic loss that are within
20% of those derived using a general equilibrium model with factor
feedbacks (Westenbarger and Frisvold, 1995).
3. Results

3.1. Distribution of crop exposure to O3

Figs.1 and 2 depict the global distribution of crop exposure to O3
in 2030 according to the M12 and AOT40 metrics under the A2 and
B1 scenarios, respectively. Figures illustrating the change in O3
exposure from the year 2000 under each scenario are available in
the Supplementary Material. O3 is generally higher in the Northern
Hemisphere, with exposure during the wheat growing season in
panels) and AOT40 (right panels) metrics for (a) soybean, (b) maize, and (c) wheat.

http://faostat.fao.org/


Table 3
Estimated year 2030 regional relative yield loss (%) due to O3 exposure under the A2
scenario according to the M7, M12 and AOT40 metrics and the metric average.

World EU

25

FUSSR
&
E. Europe

N. Am L. Am. Africa
&
M.E.

E. Asia S. Asia ASEAN
&
Australia

Wheat
AOT40 25.8 16.9 21.5 14.5 12.6 35.5 25.7 44.4 1.3
M7 5.4 4.5 4.0 3.1 3.0 9.4 3.8 11.2 0
Mean 15.6 10.7 12.7 8.8 7.8 22.4 14.7 27.8 0.6
Maize
AOT40 4.4 5.9 5.1 3.4 1.2 1.6 7.9 8.9 2.3
M12 8.7 11.0 9.7 7.2 4.6 5.2 13.3 16.0 5.9
Mean 6.5 8.5 7.4 5.3 2.9 3.4 10.6 12.5 4.1
Soybean
AOT40 19.0 32.8 - 15.7 3.2 7.8 40.6 15.6 1.4
M12 14.8 32.4 - 19.9 11.9 16.6 35.4 22.0 9.1
Mean 16.4 32.6 - 17.8 7.5 12.2 38.0 18.8 5.3
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Brazil and during the maize growing season in the Democratic
Republic of the Congo (DRC) also elevated in both futures (Figs. 1c
and 2c). As noted in our companion paper, O3 exposure during the
soybean and maize growing seasons is particularly elevated in the
Northern Hemisphere due to the coincidence of these crops’
Fig. 4. National relative yield loss under the 2030 B1 scenario according to the M12 (left
growing seasons with peak summer O3 concentrations, while the
wheat and maize growing seasons in Brazil and the DRC, respec-
tively, coincide with these nations’ biomass burning seasons
(Avnery et al., 2011).

In the A2 scenario, M12 ranges from 30 ppbv to over 80 ppbv for
all three crops in the Northern Hemisphere while AOT40 ranges
from zero to over 40 ppmh in northern India, eastern China, and
parts of the U.S. (Fig. 1). Northern Hemisphere O3 exposure is
considerably lower in the B1 scenario. M12 ranges from 20 to
60 ppbv over most continental regions with higher exposures
(>70 ppbv) limited to northern India, eastern China, and parts of
the southern U.S. AOT40 is most reduced compared to the A2
scenario in the U.S., Europe, and the Middle East (Fig. 2); however,
AOT40 in the B1 scenario still remains largely above the 3 ppmh
“critical level” established in Europe for the protection of crops
(Karenlampi and Skarby,1996), particularly during the soybean and
maize growing seasons. M12 in the Southern Hemisphere ranges
from 10 to 40 ppbv in both scenarios with the exception of Brazil
during the wheat growing season and the DRC during the maize
growing season, where M12 O3 reaches 80 ppbv. AOT40 in the
Southern Hemisphere is largely below 5 ppmh for both scenarios
with the exception of the two nations listed above, as well as South
Africa and parts of northern Australia (Figs. 1 and 2).
panels) and AOT40 (right panels) metrics for (a) soybean, (b) maize, and (c) wheat.



Table 4
Estimated year 2030 regional relative yield loss (%) due to O3 exposure under the B1
scenario according to the M7, M12 and AOT40 metrics and the metric average.

World EU 25 FUSSR
&
E. Europe

N. Am L. Am. Africa
&
M.E.

E. Asia S. Asia ASEAN
&
Australia

Wheat
AOT40 17.2 10.4 11.4 8.2 8.1 21.4 19.7 33.8 1.0
M7 4.0 3.4 2.4 2.0 2.6 6.4 3.1 9.2 0
Mean 10.6 6.9 6.9 5.1 5.4 13.9 11.4 21.5 0.5
Maize
AOT40 2.5 2.9 2.2 1.6 0.4 0.8 5.8 6.3 1.2
M12 6.0 7.2 6.4 4.4 3.3 3.6 10.3 12.0 4.0
Mean 4.3 5.0 4.3 3.0 1.9 2.2 8.0 9.1 2.6
Soybean
AOT40 9.5 20.4 - 9.8 1.7 3.0 31.5 8.6 0.1
M12 14.6 25.3 - 14.6 9.4 13.3 30.5 17.6 5.7
Mean 12.1 22.9 - 12.2 5.5 8.2 31.0 13.1 2.9
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3.2. Relative yield loss

3.2.1. RYL year 2030 e A2
Fig. 3 depicts the global distribution of national RYL due to O3

exposure for each crop and metric in 2030 under the A2 scenario,
while Table 3 presents regionally aggregated and global RYL
results (see Avnery et al. (2011) for regional definitions). O3-
induced RYL of wheat is greatest in Bangladesh (26e80%), Iraq
(14e47%), India (12e48%), Jordan (14e44%), and Saudi Arabia
(13e43%), depending on the metric used. The extremely high
projected RYL in Bangladesh according to the AOT40 metric is due
to a predicted O3 exposure of over 40 ppmh during the growing
season. It is possible that this value is overestimated by MOZART-
2; however, we are unable to evaluate our simulated concentra-
tions in this region because no O3 observations are available. For
context, Beig et al. (2008) calculated AOT40 from observations in
Fig. 5. Total crop production loss (CPL, left panels) and economic loss (EL, right panels) unde
of O3 exposure.
Pune, India between 2003 and 2006 and report values near
23 ppmh during the wheat growing season in India (Januar-
yeMarch). At this location MOZART-2 predicts a value of 20 ppmh
in 2000 over these months. Pune is located in western India,
however, where O3 concentrations tend to be lower than eastern
India and Bangladesh during winter (the Bangladeshi wheat
growing season).

Although O3 is elevated during the wheat growing season over
much of central Brazil (Fig. 1c), most of this nation’s wheat is grown
in the south where O3 exposure is significantly lower. Like the year
2000 scenario, there is a large range of RYL for wheat because this
crop appears to be resistant to O3 exposure according to the M12
metric, but extremely sensitive to ozone according to the AOT40
index. This discrepancy may be a consequence of the possibility
that wheat is more sensitive to frequent exposure to high O3
concentrations (better captured by AOT40) than to long-term
exposure tomoderate ozone concentrations (better captured by the
mean metric) (Wang and Mauzerall, 2004). Soybean RYL under the
A2 scenario is estimated to be greatest in China (35e40%), Canada
(32e34%), Italy (32e33%), South Korea (31%), and Turkey (27e30%).
Yield losses of maize are smaller but still substantial, with the
highest losses occurring in the DRC (12e21%), Italy (10e16%),
Pakistan (9.1e16%), India (8.9e16%), and Turkey (7.6e14%). Overall,
global RYL totals 5.4e26% for wheat, 15e19% for soybean, and
4.4e8.7% for maize (Table 3).

Table S1 lists the estimated increases in regionally and globally
aggregated RYL under the A2 scenario relative to year 2000
(RYL2030� RYL2000). On a global scale, O3-induced RYL is estimated
to increase by þ1.5e10% for wheat, þ0.9e10% for soybean, and
þ2.1e3.2% for maize in 2030. South Asia is projected to suffer the
greatest additional wheat RYL (þ10% according to the average of
metric estimates) followed by Africa and the Middle East (þ9.4%),
Eastern Europe (þ5.8%) and East Asia (þ5.0%). Increased soybean
yield losses are estimated to be greatest in East Asia (þ15%), South
r the 2030 A2 scenario for all three crops derived from (a) M12 and (b) AOT40 estimates
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Asia (þ11%), the EU25 (þ7.0%), and Africa and the Middle East
(þ6.2%). Additional RYL of maize is projected to occur primarily in
South and East Asia (þ6.8 and þ4.7%, respectively), but with
increased losses of wþ3% also estimated for the EU25 and Eastern
Europe.

3.2.2. RYL year 2030 e B1
Fig. 4 depicts the global distribution of national RYL for each

crop and metric in 2030 under the B1 scenario, while Table 4
presents regionally aggregated and global RYL results. O3-induced
RYL of wheat is greatest in Bangladesh (15e65%), India (10e37%),
Iraq (10e33%), Jordan (10e30%), and Saudi Arabia (10e29%). RYL in
Bangladesh is again calculated to be extremely high, as O3 exposure
is projected to be only slightly lower than under the A2 scenario
(35e40 ppmh). Soybean RYL in the B1 scenario is projected to be
greatest in China (31e32%), South Korea (26e28%), Canada
(24e26%), Italy (20e25%), and Pakistan (18e24%). The highest
estimated yield loss of maize is expected to occur in the DRC
(8.7e16%), India (6.3e12%), Pakistan (6.3e12%), China (5.8e10%),
and Italy (5.1e10%). On a global scale, RYL totals 4.0e17% for wheat,
10e15% for soybean, and 2.5e6.0% for maize under the B1 scenario
(Table 4).

Table S2 lists the projected change in regionally and globally
aggregated RYL estimates for 2030 under the B1 scenario relative to
2000. Globally, O3-induced RYL in this more optimistic future is
estimated to worsen only slightly from 2000 levels with yields
reduced an additional þ0.1e1.8% for wheat, þ0.7e1.0% for soybean,
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Fig. 6. Change in crop production loss (CPL, million metric tons) for the ten countries with h
scenario using the M12 and AOT40 metrics for a) soybean, b) maize, c) wheat, and d) total
and þ0.3e0.5% for maize. Regional discrepancies are apparent,
however, due to differences in projected O3 precursor emissions
among industrialized versus emerging economies. Year 2030wheat
yields decrease in South Asia by þ4.1% on average, with less severe
additional losses (wþ1e2%) predicted for other developing regions
(Latin America, East Asia, and Africa and the Middle East). North
America and the EU25 are projected to experience yield gains of
wheat as compared to the year 2000 (change in RYL of �1.7% and
�0.8%, respectively). Additional yield reductions of soybean are
projected to occur primarily in East and South Asia (þ8.2 and
þ4.9%, respectively), with increased losses of wþ2% also estimated
for Latin America and Africa and the Middle East. Soybean yield
gains (change in RYL of �2 to �3%) are projected for the EU25 and
North America. South and East Asia are further expected to suffer
additional maize losses under the B1 scenario (þ3.5% and þ2.2%,
respectively); maize RYL in other regions remains largely
unchanged from the year 2000.

3.3. Crop production loss (CPL) and associated economic losses (EL)

3.3.1. CPL and EL year 2030 e A2
The combined year 2030 global crop production and economic

losses due to O3 exposure under the A2 scenario are illustrated in
Fig. 5. Figs. 6 and 7 depict the change in CPL and EL, respectively, for
the ten countries with the greatest absolute difference (2030 A2 e

2000) for each crop individually and combined. The change in
regionally aggregated and global CPL for each crop, as well as
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absolute year 2030 CPL, is presented in Tables S3 and S4 of the
Supplementary Material. We calculate global CPL in the A2 scenario
to be 29e178 Mt of wheat (a decrease in production of þ9e85 Mt
from the year 2000), 25e53 Mt of maize (decrease of þ13e20 Mt),
and 28e37 Mt of soybean (decrease of þ11e13 Mt). South Asia is
estimated to suffer the highest additional loss of wheat (19 Mt,
average of metric estimates), while East Asia is projected to expe-
rience the greatest additional CPL of maize (6.4 Mt) and soybean
(4.5 Mt) (Table S3). Total wheat CPL is highest in India (8.5e56 Mt)
and China (3.7e33 Mt), followed by the U.S. (2.5e12 Mt). The U.S. is
expected to suffer the greatest overall soybean loss (13e18 Mt),
followed by China (7.7e10 Mt) and Brazil (1.8e5.7 Mt). CPL of maize
is projected to be highest in China (9.7e17 Mt) and the U.S.
(8.1e18 Mt), followed by India (1.0e1.9 Mt). On average, global CPL
for all three crops totals 175 Mt (Table S4); this value represents
a 75% increase over our average year 2000 CPL estimate (Avnery
et al., 2011). We estimate that global EL due to O3-induced yield
losses totals $17e35 billion USD2000 annually under the A2
scenario, an increase of þ$6e17 billion in damages from the year
2000. Most of the economic losses, both in absolute terms and in
terms of the greatest change from year 2000 values, occur in China
($5.6 billion, an increased loss of þ$2.6 billion from 2000), India
($5.2 billion, þ$2.7 billion), and the U.S. ($4.2 billion, þ$1.1 billion)
(Fig. 7). Other countries with notable losses include Iran (over $1
billion) and Brazil, Turkey, Pakistan, and Syria also each estimated
to lose crop value worth $500 million annually.
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Fig. 7. Change in economic loss (EL, million USD2000) for the ten countries with highest abs
using the M12 and AOT40 metrics for a) soybean, b) maize, c) wheat, and d) total EL.
3.3.2. CPL and EL year 2030 e B1
Combined year 2030 global crop production and economic

losses in the B1 scenario are illustrated in Fig. 8, while Figs. 9 and
10 depict the change in CPL and EL, respectively, for the ten
countries with the greatest absolute difference (2030 B1 e 2000)
for each crop individually and combined. The change in regionally
aggregated and global CPL for each crop, as well as absolute year
2030 CPL under the B1 scenario, is presented in Tables S5 and S6
of the Supplementary Material. We estimate year 2030 global CPL
to be 21e106 Mt of wheat (a decrease in production of
þ0.8e13 Mt from the year 2000), 14e35 Mt of maize (decrease
of þ1.7e2.9 Mt), and 17e27 Mt of soybean (decrease of
þ1.5e1.9 Mt). We calculate that South Asia will experience the
greatest additional wheat CPL in this scenario, but the magnitude
is greatly reduced compared to the A2 future (mean estimate of
þ6.4 Mt as opposed to þ19 Mt). The same is true for additional
maize and soybean CPL in East Asia, where increases over year
2000 estimates are projected to be þ2e3 Mt for each crop (metric
averages) (Table S5). Notably, production gains of 5e6 Mt of
soybean, maize, and wheat are projected in North America due to
reductions in O3 precursors anticipated under the B1 scenario
(Table 1). Thus, relative to 2000, developed countries experience
modest yield and crop production gains in the optimistic B1
future, while developing countries suffer higher crop losses due to
increased O3 pollution (although these losses are not as severe as
predicted for the A2 scenario).
Maize
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Fig. 8. Total crop production loss (CPL, left panels) and economic loss (EL, right panels) under the 2030 B1 scenario for all three crops derived from (a) M12 and (b) AOT40 estimates
of O3 exposure.
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As in the A2 future, wheat CPL is greatest in India (6.9e35 Mt)
and China (3.0e24 Mt), followed by the U.S. (1.6e5.3 Mt). Overall
soybean CPL is expected to be highest in the U.S. (7.3e12 Mt), fol-
lowed by China (6.2e6.5 Mt) and Brazil (0.9e4.6 Mt). Finally, maize
CPL is projected to be highest in China (6.9e13 Mt) and the U.S.
(3.7e11 Mt), followed by India (0.7e1.4 Mt). Global CPL for all three
crops totals 84e137 Mt (Table S6), approximately 10% greater than
our mean year 2000 estimate (Avnery et al., 2011). We estimate
global EL in the B1 scenario to total $12e21 billion USD2000 annu-
ally, an increase in O3-induced damages of þ$1e3 billion from the
year 2000. The majority of the economic losses are expected to
occur in China ($4.1 billion, an increase in losses of þ$1.1 billion
from the year 2000), India ($3.4 billion, þ$0.9 billion), and the U.S.
($2.5 billion, �$0.6 billion). The U.S., Italy, Japan, and Canada
experience monetary gains as compared to the year 2000 due to
crop production improvements resulting from decreases in surface
O3, although gains in the U.S. are an order of magnitude greater
than those of other industrialized nations (Fig.10). It is important to
highlight the fact that despite crop recovery in the U.S. under the B1
scenario, this nation is still among the top three in terms of CPL for
each major crop, and is further the third greatest economic loser
due to O3-induced crop losses.

4. Discussion

4.1. Uncertainties

In our companion paper (Avnery et al., 2011), we provided
a detailed review of the most important sources of uncertainty
associated with the integrated assessment approach we use for our
analysis (for brevity, onlynewsources of uncertaintyare highlighted
here). A major source of uncertainty is the ability of a global CTM to
accurately simulate hourly surface O3 concentrations to calculate
crop losses. Predicting future O3 concentrations is more difficult
because of: 1) uncertainty of future emissions of O3 precursors; 2)
inability to use surface observations to evaluate and bias-correct
model simulations; and 3) potential feedbacks between climate
change andO3 concentrations over thenext fewdecades that are not
accounted for by CTMs. We attempt to address the first of these
uncertainties by constraining potential future yield losses with
optimistic and pessimistic projections of O3 precursor emissions
from thewidely used IPCC SRES scenarios (Naki�cenovi�c et al., 2000).
Although we cannot perform a model evaluation with surface
observations from the year 2030, we use as a proxy bias-correction
factors derived from observations in the years 1998e2002 and the
year 2000 simulation (Avnery et al., 2011), as we expect similar
regional biases in our future simulations. Finally, while future
predictions of O3 will be complicated by the potential feedbacks
between climate change and ozone, as changes in temperature,
precipitation, atmospheric circulation, and other local conditions
can affect ozone concentrations that can in turn impact local and
regional climate (e.g. Brasseur et al., 2006; Levy et al., 2008; Wu
et al., 2008, Jacob and Winner, 2009; Ming and Ramaswamy,
2009), we expect any changes in O3 concentrations and distribu-
tions due to such feedbacks to be of second order compared to those
driven by anthropogenic emissions of ozone precursors.

Climate change may also influence our estimates of future crop
yield reductions through altering stomatal conductance: increased
temperatures and atmospheric CO2 concentrations and decreased
humidity and soil water content may reduce stomatal openings
and therefore the amount of O3 that enters plant leaves (Mauzerall
and Wang, 2001; Fuhrer, 2009). In non-irrigated agricultural areas
prone to water stress, this effect may be especially significant and
may mitigate projected ozone damage. Additionally, climate
change may directly impact crop yields through changes in
temperature, precipitation patterns, and CO2 fertilizationdhowever,
little is known about the combined effect of climate change and O3
pollution on agriculture. To investigate this issue, Reilly et al.
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(2007) use the MIT Integrated Global Systems Model, which
includes an updated version of the biogeochemical Terrestrial
Ecosystem Model (TEM) that simulates the impact of both climate
change and surface ozone on plant productivity. The authors find
that while the effects of climate change are generally positive in
mid- to high latitudes, ozone pollution may more than offset
potential climate benefits. For example, yield gains of 50e100% are
predicted for some regions in the year 2100 when only climate
impacts are considered, but inclusion of the model’s O3 damage
function produces drastic yield reductions: combined climate and
O3 effects reduce yields by 43% in the U.S., 56% in Europe, 45% in
India, 64% in China, and 80% in Japan. These results underscore the
imperative for field studies that examine the combined impact on
agricultural production of climate change and surface O3 in order
to evaluate model-based studies and to identify crop cultivars that
are relatively robust to both O3 and climate change.

Finally, climate change can indirectly affect our estimates of O3-
induced crop yield reductions through its impact on crop growing
seasons and crop distributions, which we assume to be the same in
our year 2030 analysis as the year 2000. We also do not account for
potential adaptation measures farmers may embrace to maximize
crop yields in the face of a changing climate or O3 pollution, such as
altering planting/harvesting dates, application of additional fertil-
izer/water through irrigation, or the development of new cultivars
and irrigation infrastructure. Future work should account for
potential adaptation through the use of a state-of-the-art agro-
economic model, and should also consider feedbacks between crop
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Fig. 9. Change in crop production loss (CPL, million metric tons) for the ten countries with h
scenario using the M12 and AOT40 metrics for a) soybean, b) maize, c) wheat, and d) total
yields, production areas, and commodity prices to generate a more
accurate estimate of the economic cost of agricultural losses.

We compare our results with those of similar studies which
calculate future RYL, CPL, and EL in the Supplementary Material.
Despite differences in datasets, methodologies, model chemistry, and
model simulationsusedamong thestudies,our results agreewellwith
existing estimates of future O3-induced crop losses and add to the
literature by providing a broader range of possible future emissions of
ozone precursors and their implications for global agricultural yields.

4.2. Policy implications

Between 2000 and 2030 global population is projected to
increase from approximately 6 to over 8 billion persons (US Census
Bureau, 2010), with global agricultural demand expected to double
due to population growth, rising demand for biofuels, and
increased meat consumption particularly in developing nations
(Tilman et al., 2002; Edgerton, 2009). To meet this future demand,
we will need to either bring new terrain under cultivation, or
increase productivity (i.e. yields) on existing agricultural land. The
latter option is preferable in order to preserve remaining natural
ecosystems and prevent the associated loss of biodiversity and
increased greenhouse gas emissions. However, improving yields on
land currently cultivated through traditional strategiesdi.e.,
increasing agricultural inputs (water, fertilizer, pesticides)dalso
has detrimental environmental consequences (Tilman et al., 2001).
Furthermore, research suggests that in the absence of
Maize
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bioengineering, the historical rate of crop yield improvements
experienced since the Green Revolution is declining in many parts
of the world, and that the genetic ceiling for maximal yield
potential is being approached despite increasing inputs (Peng et al.,
1999; Duvick and Cassman, 1999; Tilman et al., 2002). Ozone
mitigation provides a means to increase this “ceiling” and the
efficiency by which crops use nitrogen, water, and land. Moreover,
with mounting evidence that crop yield improvements from CO2
fertilization may not be as great as previously expected (Long et al.,
2005) and that O3 pollution may more than offset even significant
crop yield gains due to climate change in some regions (Reilly et al.,
2007), surface O3 abatement provides a critical opportunity to
increase supplies of food and fuel without further environmental
degradation. Because tropospheric ozone is a potent greenhouse
gas in addition to a noxious air pollutant (Forster et al., 2007), O3
reductions would also provide numerous co-benefits to climate and
human health (West et al., 2006, 2007; Fiore et al., 2008, Anenberg
et al. 2010). Ozone abatement measures could further benefit
climate in the absence of an explicit climate change mitigation
policy, sincemany O3 precursors are emitted by the same sources as
CO2 and other long-lived greenhouse gases.
5. Conclusions

In this study we estimated the global risk to three key staple
crops (soybean, maize, and wheat) of surface ozone pollution in
the near future (year 2030) using simulated O3 concentrations
under two scenarios of projected O3 precursor emissions (the IPCC
SRES A2 and B1 storylines), two metrics of O3 exposure (M12 and
AOT40), field-based CR relationships, and global maps of agricul-
tural production compiled from satellite data and census yield
statistics. We find that for the A2 scenario, global year 2030 rela-
tive yield loss of wheat ranges from 5.4 to 26% (a further reduction
in yield of þ1.5e10% from year 2000 values), 15e19% for soybean
(þ0.9e11%), and 4.4e8.7% for maize (þ2.1e3.2%), with total crop
production losses worth $17e35 USD2000 annually (þ$6e17 billion
in losses). In the B1 scenario, we estimate that global relative yield
loss totals 4.0e17% for wheat (a decrease in yield of þ0.1e1.8%
from year 2000 values), 9.5e15% for soybean (þ0.7e1.0%), and
2.5e6.0% for maize (þ0.3e0.5%), with total losses worth $12e21
billion annually (þ$1e3 billion). Our crop production and
economic loss estimates should be considered conservative given
their derivation from observation-based, year 2000 crop produc-
tion data that likely underestimate actual agricultural production
in the year 2030.
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